TRƯỜNG ĐẠI HỌC SÀI GÒN

![](data:image/png;base64,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)KHOA CÔNG NGHỆ THÔNG TIN

**BÁO CÁO**

**THỰC HÀNH THUẬT TOÁN PHÂN LỚP**

Môn học: **Nhập môn máy học**

Giảng viên hướng dẫn: **Đỗ Như Tài**

Nhóm lớp học: **Nhóm 1 (thứ 7, tiết 6 đến tiết 10)**

Sinh viên thực hiện: **Lê Khánh Hoàng MSSV: 3122410125**

**TP.HCM, ngày 30 tháng 10 năm 2025**

MỤC LỤC

[GIẢI THUẬT 1: CÂY QUYẾT ĐỊNH VÀ RỪNG CÂY 3](#_Toc212729586)

[Quy trình khai phá dữ liệu CRISP – DM (Cross Industry Standard Process for Data Mining) là gì ? Quy trình khai phá dữ liệu SEMMA (Sample, Explore, Modify, Model, Access) là gì? 3](#_Toc212729587)

[Cây quyết định hoạt động như thế nào? Hãy giải thích các thành phần chính (nút gốc, nút lá, nhánh) và cách cây đưa ra dự đoán. 4](#_Toc212729588)

[Các tiêu chí phân tách (splitting criteria) như Gini Index, Entropy, hay Information Gain được sử dụng trong cây quyết định là gì? Chúng khác nhau ra sao? 6](#_Toc212729589)

[Rừng cây (Random Forest) là gì? Nó khác gì so với một cây quyết định đơn lẻ? Tại sao Random Forest thường có hiệu suất tốt hơn cây quyết định trong các bài toán phân loại? 9](#_Toc212729590)

[Những ưu điểm và hạn chế của cây quyết định và Random Forest là gì? Trong trường hợp nào thì cây quyết định có thể hoạt động kém hiệu quả? 11](#_Toc212729591)

[Viết đoạn code mẫu bằng Python (sử dụng Scikit-learn) để xây dựng một mô hình cây quyết định ? Hãy mô tả các bước thực hiện 13](#_Toc212729592)

[Làm thế nào để triển khai một mô hình Random Forest trong Python? Bạn thường thiết lập các tham số nào (ví dụ: n\_estimators, max\_depth)? 15](#_Toc212729593)

[Làm thế nào để đánh giá tầm quan trọng của các đặc trưng (feature importance) trong Random Forest bằng Python? 17](#_Toc212729594)

[Điều chỉnh siêu tham số (hyperparameter tuning) cho cây quyết định hoặc Random Forest chưa? Hãy mô tả cách bạn sử dụng GridSearchCV hoặc RandomizedSearchCV 19](#_Toc212729595)

[GIẢI THUẬT 2: SUPPORT VECTOR MACHINE (SVM) 22](#_Toc212729596)

[Giải thuật Support Vector Machine hoạt động như thế nào? Hãy giải thích khái niệm về ranh giới phân tách (hyperplane) và lề (margin) 22](#_Toc212729597)

[Các vector hỗ trợ (support vectors) có vai trò gì trong SVM? Tại sao chúng quan trọng? 24](#_Toc212729598)

[Sự khác biệt giữa SVM với lề cứng (hard margin) và lề mềm (soft margin) là gì? Khi nào nên sử dụng lề mềm? 26](#_Toc212729599)

[Hàm nhân (kernel) trong SVM là gì? Hãy giải thích các loại kernel phổ biến (linear, polynomial, RBF) và khi nào nên sử dụng chúng 27](#_Toc212729600)

[Tham số C trong SVM có ý nghĩa gì? Nó ảnh hưởng như thế nào đến hiệu suất của mô hình? 29](#_Toc212729601)

[Viết đoạn code mẫu bằng Python (sử dụng Scikit-learn) để xây dựng một mô hình SVM cho bài toán phân loại không? Hãy mô tả các bước thực hiện 30](#_Toc212729602)

[Hàm nào trong Scikit-learn để chuẩn hóa dữ liệu (scaling) trước khi áp dụng SVM? Tại sao bước này quan trọng? 33](#_Toc212729603)

[GIẢI THUẬT 3: BAYES NGÂY THƠ (NAÏVE BAYES) 34](#_Toc212729604)

[Giải thuật Naive Bayes hoạt động như thế nào? Hãy giải thích định lý Bayes và giả định "ngây thơ" trong thuật toán này? 34](#_Toc212729605)

[Các loại mô hình Naive Bayes (Gaussian, Multinomial, Bernoulli) khác nhau ra sao? Khi nào nên sử dụng từng loại? 36](#_Toc212729606)

[Tại sao Naive Bayes được gọi là "ngây thơ"? Giả định về tính độc lập của các đặc trưng ảnh hưởng như thế nào đến hiệu suất của mô hình? 37](#_Toc212729607)

[Ưu điểm và hạn chế của Naive Bayes so với các thuật toán phân loại khác như SVM hoặc Random Forest là gì? 39](#_Toc212729608)

[Viết đoạn code mẫu bằng Python (sử dụng Scikit-learn) để xây dựng một mô hình Naive Bayes (ví dụ: Gaussian Naive Bayes) không? Hãy mô tả các bước thực hiện 40](#_Toc212729609)

[Làm thế nào để xử lý dữ liệu phân loại (categorical data) trước khi áp dụng Multinomial Naive Bayes trong Python? 43](#_Toc212729610)

[Naive Bayes thường được sử dụng trong phân loại văn bản (text classification). Bạn có thể giải thích cách triển khai Naive Bayes cho bài toán này không? 44](#_Toc212729611)

# GIẢI THUẬT 1: CÂY QUYẾT ĐỊNH VÀ RỪNG CÂY

## Quy trình khai phá dữ liệu CRISP – DM (Cross Industry Standard Process for Data Mining) là gì ? Quy trình khai phá dữ liệu SEMMA (Sample, Explore, Modify, Model, Access) là gì?

**Quy trình CRISP-DM (Cross Industry Standard Process for Data Mining)**

CRISP-DM là một quy trình tiêu chuẩn ngành cho khai phá dữ liệu (data mining), được phát triển bởi một liên minh các công ty và tổ chức vào những năm 1990. Đây là mô hình phổ biến nhất trong lĩnh vực phân tích dữ liệu, nhấn mạnh vào cách tiếp cận lặp lại (iterative) và tích hợp chặt chẽ giữa kinh doanh và kỹ thuật. Quy trình được chia thành 6 giai đoạn chính, thường được biểu diễn dưới dạng vòng lặp để cho phép quay lại các bước trước nếu cần.

Dưới đây là các giai đoạn của CRISP-DM:

| **Giai đoạn** | **Mô tả** |
| --- | --- |
| **1. Hiểu biết về kinh doanh (Business Understanding)** | Xác định mục tiêu kinh doanh, đánh giá tình hình hiện tại, xác định nguồn lực cần thiết và lập kế hoạch dự án. Đây là nền tảng để đảm bảo dự án phù hợp với nhu cầu thực tế. |
| **2. Hiểu biết về dữ liệu (Data Understanding)** | Thu thập dữ liệu ban đầu, mô tả dữ liệu, khám phá dữ liệu (EDA - Exploratory Data Analysis), và xác định vấn đề chất lượng dữ liệu. |
| **3. Chuẩn bị dữ liệu (Data Preparation)** | Làm sạch, chọn lọc, biến đổi và tích hợp dữ liệu để tạo tập dữ liệu cuối cùng phù hợp cho mô hình hóa. Đây thường là giai đoạn tốn thời gian nhất. |
| **4. Mô hình hóa (Modeling)** | Chọn kỹ thuật mô hình hóa, xây dựng mô hình sơ bộ, đánh giá và điều chỉnh tham số. Các phương pháp như phân loại, hồi quy, phân cụm được áp dụng. |
| **5. Đánh giá (Evaluation)** | Đánh giá mô hình dựa trên mục tiêu kinh doanh, xác định những điểm cần cải thiện, và quyết định xem mô hình có sẵn sàng triển khai không. |
| **6. Triển khai (Deployment)** | Lập kế hoạch triển khai, giám sát và bảo trì, cũng như sản xuất báo cáo cuối cùng. Có thể bao gồm đào tạo người dùng và tích hợp vào hệ thống kinh doanh. |

CRISP-DM linh hoạt, không tuyến tính, và có thể lặp lại giữa các giai đoạn để tinh chỉnh kết quả.

**Quy trình SEMMA (Sample, Explore, Modify, Model, Assess)**

SEMMA là quy trình khai phá dữ liệu do công ty SAS Institute phát triển, tập trung vào các hoạt động xử lý dữ liệu và mô hình hóa. Không giống CRISP-DM (nhấn mạnh kinh doanh), SEMMA mang tính kỹ thuật hơn, thường được sử dụng trong môi trường phần mềm SAS. Quy trình gồm 5 giai đoạn chính, chủ yếu tập trung vào dữ liệu và mô hình, với cách tiếp cận tuyến tính hơn nhưng vẫn hỗ trợ lặp lại.

Dưới đây là các giai đoạn của SEMMA:

| **Giai đoạn** | **Mô tả** |
| --- | --- |
| **1. Lấy mẫu (Sample)** | Chọn một tập mẫu đại diện từ dữ liệu lớn để giảm kích thước và tăng tốc độ xử lý, đảm bảo mẫu phản ánh đúng dữ liệu gốc. |
| **2. Khám phá (Explore)** | Phân tích dữ liệu mẫu để hiểu phân phối, mối quan hệ, và phát hiện bất thường (sử dụng biểu đồ, thống kê mô tả). |
| **3. Sửa đổi (Modify)** | Biến đổi dữ liệu: làm sạch, tạo biến mới, giảm chiều, xử lý giá trị thiếu, và chuẩn hóa để chuẩn bị cho mô hình hóa. |
| **4. Mô hình hóa (Model)** | Xây dựng và huấn luyện các mô hình dự đoán (như hồi quy, cây quyết định, mạng nơ-ron) dựa trên dữ liệu đã sửa đổi. |
| **5. Đánh giá (Assess)** | Đánh giá hiệu suất mô hình bằng các chỉ số (accuracy, precision, recall), so sánh các mô hình, và quyết định triển khai. |

SEMMA thường được sử dụng trong các dự án tập trung vào phân tích dữ liệu lớn với công cụ SAS, và nó có thể được mở rộng bằng cách thêm giai đoạn kinh doanh trước hoặc sau.

## Cây quyết định hoạt động như thế nào? Hãy giải thích các thành phần chính (nút gốc, nút lá, nhánh) và cách cây đưa ra dự đoán.

Cây quyết định là một mô hình học máy phổ biến, được sử dụng cho cả bài toán phân loại (classification) và hồi quy (regression). Nó mô phỏng quá trình ra quyết định của con người bằng cách chia dữ liệu thành các nhánh dựa trên các quy tắc đơn giản, dễ hiểu. Cây được xây dựng từ dữ liệu huấn luyện bằng cách chọn các đặc trưng (features) tốt nhất để phân chia dữ liệu tại mỗi bước, nhằm giảm thiểu độ không chắc chắn (impurity) như entropy hoặc Gini index.

Quá trình hoạt động tổng quát:

1. **Xây dựng cây**: Sử dụng thuật toán như ID3, C4.5, hoặc CART để chọn đặc trưng phân chia tốt nhất tại mỗi nút, lặp lại đến khi đạt điều kiện dừng (ví dụ: độ sâu tối đa hoặc dữ liệu thuần nhất).
2. **Dự đoán**: Với dữ liệu mới, bắt đầu từ nút gốc và đi theo các nhánh dựa trên giá trị đặc trưng, đến nút lá để nhận kết quả.

Dưới đây là giải thích chi tiết về **các thành phần chính** và **cách đưa ra dự đoán**.

**Các Thành Phần Chính**

Cây quyết định có cấu trúc dạng cây phân cấp, với các phần sau:

| **Thành phần** | **Mô tả** |
| --- | --- |
| **Nút gốc (Root Node)** | Nút đầu tiên và cao nhất của cây, đại diện cho toàn bộ tập dữ liệu huấn luyện. Nó chứa câu hỏi phân chia đầu tiên dựa trên đặc trưng quan trọng nhất (ví dụ: "Tuổi > 30?"). Từ đây, cây phân nhánh ra các nút con. Nút gốc quyết định hướng đi ban đầu cho mọi dự đoán. |
| **Nhánh (Branches)** | Các đường nối giữa các nút, đại diện cho kết quả của câu hỏi phân chia. Mỗi nhánh tương ứng với một giá trị hoặc khoảng giá trị của đặc trưng (ví dụ: nhánh "Có" cho tuổi > 30, nhánh "Không" cho tuổi ≤ 30). Nhánh thể hiện luồng quyết định dẫn đến nút con. |
| **Nút lá (Leaf Node)** | Các nút cuối cùng của cây (không có nhánh con), đại diện cho kết quả dự đoán cuối cùng. Trong phân loại, nút lá chứa lớp (class) phổ biến nhất (ví dụ: "Mua" hoặc "Không mua"). Trong hồi quy, nó chứa giá trị trung bình hoặc trung vị của dữ liệu tại nút đó. |

Ví dụ minh họa: Giả sử cây dự đoán khách hàng có mua sản phẩm không dựa trên tuổi và thu nhập.

* **Nút gốc**: "Thu nhập > 50 triệu?"
  + Nhánh "Có" → Nút con: "Tuổi > 25?" → Nút lá: "Mua" (nếu có).
  + Nhánh "Không" → Nút lá: "Không mua".

**Cách Cây Đưa Ra Dự Đoán**

Quá trình dự đoán diễn ra theo hướng từ trên xuống dưới (top-down), rất nhanh và dễ theo dõi:

1. **Bắt đầu từ nút gốc**: Lấy dữ liệu mới (một mẫu) và kiểm tra điều kiện tại nút gốc dựa trên giá trị đặc trưng tương ứng.
2. **Theo nhánh phù hợp**: Dựa trên câu trả lời (ví dụ: nếu thu nhập > 50 triệu, đi theo nhánh "Có").
3. **Lặp lại đến nút lá**: Tiếp tục phân nhánh qua các nút nội bộ (internal nodes) cho đến khi đạt nút lá.
4. **Trả kết quả**: Giá trị tại nút lá là dự đoán cuối cùng. Nếu là phân loại, chọn lớp đa số; nếu hồi quy, lấy giá trị số.

**Ưu điểm**: Dễ giải thích, không cần chuẩn hóa dữ liệu, xử lý cả dữ liệu số và phân loại.

**Nhược điểm**: Dễ overfitting (cây quá sâu), có thể không ổn định với dữ liệu nhiễu – thường dùng ensemble như Random Forest để khắc phục.

## Các tiêu chí phân tách (splitting criteria) như Gini Index, Entropy, hay Information Gain được sử dụng trong cây quyết định là gì? Chúng khác nhau ra sao?

Trong cây quyết định, tiêu chí phân tách (splitting criteria) là các hàm đo lường để đánh giá chất lượng của một điểm phân chia dữ liệu tại mỗi nút. Mục tiêu là chọn đặc trưng (feature) và ngưỡng phân chia sao cho giảm thiểu độ "không tinh khiết" (impurity) hoặc độ không chắc chắn (uncertainty) của dữ liệu con, giúp cây phân loại hoặc dự đoán chính xác hơn. Các tiêu chí phổ biến bao gồm Gini Index, Entropy, và Information Gain. Chúng được sử dụng trong các thuật toán như CART (cho Gini), ID3/C4.5 (cho Entropy và Information Gain).

Dưới đây là giải thích chi tiết từng tiêu chí, công thức cơ bản, và cách chúng được áp dụng.

**1. Gini Index (Chỉ số Gini)**

* **Mô tả**: Gini Index đo độ "tinh khiết" của một nút bằng cách tính xác suất chọn sai một mẫu ngẫu nhiên từ nút đó. Nó ưu tiên các phân chia làm cho dữ liệu con đồng nhất hơn (một lớp chiếm ưu thế).
* **Công thức** (cho nút với các lớp i = 1 đến k):
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* : Tỷ lệ mẫu thuộc lớp i trong nút.
* Gini = 0 nếu nút thuần nhất (tất cả mẫu cùng lớp); Gini = 0.5 nếu phân bố đều (ví dụ: 50-50% hai lớp).

**Cách sử dụng**: Tại mỗi nút, tính Gini cho nút hiện tại, sau đó tính Gini trung bình có trọng số cho các nút con sau phân chia. Chọn phân chia giảm Gini nhiều nhất (Gini gain cao nhất).

**Ưu điểm**: Tính toán nhanh (không cần log), phù hợp với dữ liệu lớn.

**Nhược điểm**: Nhạy cảm với phân bố lớp không cân bằng.

**2. Entropy (Entropy)**

* **Mô tả**: Entropy đo độ "không chắc chắn" hoặc thông tin ngẫu nhiên trong nút, dựa trên lý thuyết thông tin (information theory). Nó cao khi các lớp phân bố đều, thấp khi một lớp chiếm ưu thế.
* **Công thức** (cho nút với các lớp i = 1 đến k):
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* : Tỷ lệ mẫu thuộc lớp i.
* Entropy = 0 nếu thuần nhất; Entropy = 1 nếu hai lớp phân bố đều (50-50%).

**Cách sử dụng**: Tương tự Gini, tính Entropy cho nút con sau phân chia và chọn phân chia giảm Entropy trung bình có trọng số nhiều nhất.

**Ưu điểm**: Dựa trên lý thuyết vững chắc, dễ mở rộng cho đa lớp.

**Nhược điểm**: Tính toán chậm hơn do hàm log, có thể bị ảnh hưởng bởi giá trị p\_i = 0 (thường dùng log(1 + p\_i) để tránh).

**3. Information Gain (Lợi ích Thông tin)**

* **Mô tả**: Không phải là impurity trực tiếp, mà là sự giảm Entropy sau khi phân chia. Nó đo "lượng thông tin" mà một đặc trưng cung cấp để phân biệt các lớp.
* **Công thức**:

![](data:image/png;base64,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)

* + Entropy(cha): Entropy của nút hiện tại.
  + : Trọng số của nút con.
  + IG = 0 nếu phân chia không cải thiện; IG cao nếu phân chia làm dữ liệu con tinh khiết hơn.
* **Cách sử dụng**: Chọn đặc trưng có IG cao nhất để phân chia (dùng trong ID3). Có biến thể như Gain Ratio để khắc phục bias với đặc trưng đa giá trị.
* **Ưu điểm**: Trực quan, ưu tiên đặc trưng giảm uncertainty mạnh.
* **Nhược điểm**: Có thể ưu tiên đặc trưng có nhiều giá trị (nhiều nhánh), dẫn đến overfitting – dùng Gain Ratio để điều chỉnh.

**Sự Khác Biệt Giữa Các Tiêu Chí**

Dưới đây là bảng so sánh để làm rõ sự khác nhau:

| **Tiêu chí** | **Mục đích chính** | **Phạm vi giá trị** | **Ưu tiên khi chọn phân chia** | **Thuật toán phổ biến** | **Đặc điểm nổi bật** |
| --- | --- | --- | --- | --- | --- |
| **Gini Index** | Đo impurity (không tinh khiết) | 0 (tinh khiết) đến ~0.5 (phân bố đều) | Giảm Gini (thấp hơn tốt hơn) | CART, Random Forest | Nhanh, không dùng log; ít nhạy cảm với đa lớp. |
| **Entropy** | Đo uncertainty (không chắc chắn) | 0 (tinh khiết) đến log2(k) (phân bố đều, k lớp) | Giảm Entropy (thấp hơn tốt hơn) | ID3, C4.5 (kết hợp IG) | Dựa trên thông tin; chậm hơn Gini nhưng chính xác hơn với đa lớp. |
| **Information Gain** | Đo sự cải thiện sau phân chia (dựa trên Entropy) | ≥ 0 (cao hơn tốt hơn) | Tăng IG (cao hơn tốt hơn) | ID3, C4.5 | Không phải impurity trực tiếp; dễ bias với đặc trưng đa giá trị. |

**Gini vs. Entropy**: Cả hai đều đo impurity nội tại của nút, nhưng Gini đơn giản hơn (dùng bình phương thay vì log), dẫn đến tương quan cao (~90% trường hợp chọn cùng đặc trưng). Gini thường dùng cho phân loại nhị phân, Entropy cho đa lớp.

**Information Gain vs. hai cái kia**: IG không đo impurity nút đơn lẻ mà đo "lợi ích" của toàn bộ phân chia, nên nó kết hợp Entropy để đánh giá toàn cục. Kết quả: IG thường dẫn đến cây nông hơn nhưng có thể bias.

## Rừng cây (Random Forest) là gì? Nó khác gì so với một cây quyết định đơn lẻ? Tại sao Random Forest thường có hiệu suất tốt hơn cây quyết định trong các bài toán phân loại?

**Rừng Cây (Random Forest) là gì?**

Random Forest (Rừng Cây Ngẫu Nhiên) là một thuật toán học máy thuộc nhóm **ensemble learning** (học tập kết hợp), được phát triển bởi Leo Breiman vào năm 2001. Nó hoạt động bằng cách xây dựng **nhiều cây quyết định (decision trees)** độc lập và kết hợp kết quả của chúng để đưa ra dự đoán cuối cùng. Mỗi cây được huấn luyện trên một tập dữ liệu con ngẫu nhiên (qua kỹ thuật **bagging - bootstrap aggregating**), và chỉ sử dụng một tập con các đặc trưng (features) ngẫu nhiên để phân tách.

* **Ứng dụng chính**: Phân loại (classification), hồi quy (regression), và đánh giá tầm quan trọng của đặc trưng.
* **Cách hoạt động tổng quát**:
  1. Tạo nhiều tập dữ liệu huấn luyện con bằng cách lấy mẫu ngẫu nhiên có thay thế (bootstrap) từ dữ liệu gốc.
  2. Xây dựng một cây quyết định cho mỗi tập con, với phân tách chỉ dựa trên một số đặc trưng ngẫu nhiên (thường là √số đặc trưng tổng).
  3. Với phân loại: Dự đoán bằng **đa số phiếu** (majority voting) từ tất cả cây. Với hồi quy: Lấy **trung bình** giá trị từ các cây.
* **Ưu điểm**: Độ chính xác cao, chống overfitting tốt, dễ song song hóa.

**Sự Khác Biệt Giữa Random Forest Và Cây Quyết Định Đơn Lẻ**

Cây quyết định đơn lẻ (Decision Tree) là nền tảng của Random Forest, nhưng Random Forest khắc phục các hạn chế của nó bằng cách sử dụng nhiều cây. Dưới đây là bảng so sánh chính:

| **Tiêu chí** | **Cây Quyết Định Đơn Lẻ (Decision Tree)** | **Random Forest (Rừng Cây)** |
| --- | --- | --- |
| **Cấu trúc** | Một cây duy nhất, phân cấp từ nút gốc đến nút lá. | Tập hợp hàng trăm/thousands cây độc lập, kết hợp kết quả. |
| **Cách xây dựng** | Sử dụng toàn bộ dữ liệu huấn luyện; phân tách dựa trên tiêu chí tốt nhất (Gini, Entropy) từ tất cả đặc trưng. | Sử dụng bagging (mẫu ngẫu nhiên có thay thế) và random feature selection (chỉ subset đặc trưng tại mỗi nút). |
| **Dự đoán** | Theo đường đi từ gốc đến lá dựa trên dữ liệu mới. | Kết hợp (voting cho phân loại, trung bình cho hồi quy) từ tất cả cây. |
| **Overfitting** | Dễ overfitting (cây quá sâu, học nhiễu). | Giảm overfitting nhờ đa dạng hóa (diversity) giữa các cây. |
| **Ổn định** | Nhạy cảm với thay đổi nhỏ trong dữ liệu (variance cao). | Ổn định hơn, variance thấp nhờ ensemble. |
| **Giải thích** | Dễ hiểu và trực quan (có thể vẽ cây). | Ít trực quan hơn, nhưng có thể đánh giá feature importance trung bình. |
| **Tốc độ** | Nhanh để huấn luyện và dự đoán. | Chậm hơn do nhiều cây, nhưng dễ song song hóa (parallel). |

Tóm lại, Decision Tree đơn giản và dễ triển khai, nhưng dễ bị overfitting và không ổn định. Random Forest "dân chủ hóa" quyết định bằng cách lấy ý kiến từ "rừng cây" để giảm lỗi.

**Tại Sao Random Forest Thường Có Hiệu Suất Tốt Hơn Trong Phân Loại?**

Random Forest vượt trội hơn cây quyết định đơn lẻ trong các bài toán phân loại nhờ **cân bằng bias-variance tradeoff** và các cơ chế chống nhiễu:

1. **Giảm Variance (Độ Biến Thiên)**:
   * Cây đơn lẻ có variance cao vì một thay đổi nhỏ trong dữ liệu có thể thay đổi toàn bộ cấu trúc cây. Random Forest trung bình hóa kết quả từ nhiều cây (uncorrelated nhờ bagging và random features), dẫn đến variance thấp hơn. Kết quả: Mô hình ổn định, ít bị ảnh hưởng bởi dữ liệu nhiễu hoặc outlier.
2. **Chống Overfitting**:
   * Bằng cách sử dụng bootstrap (mỗi cây chỉ thấy ~63% dữ liệu gốc), và random subset features, các cây trở nên đa dạng, tránh học thuộc lòng dữ liệu huấn luyện. Trong khi cây đơn lẻ có thể đạt accuracy 100% trên train nhưng kém trên test.
3. **Cải Thiện Accuracy**:
   * Trong phân loại, majority voting từ nhiều cây "lọc" lỗi của từng cây riêng lẻ. Nghiên cứu cho thấy Random Forest thường đạt accuracy cao hơn 5-10% so với cây đơn lẻ trên dataset thực tế (như Iris, Wine từ UCI ML Repository).
   * Nó xử lý tốt dữ liệu không cân bằng (imbalanced classes) nhờ out-of-bag (OOB) error estimation – một cách đánh giá mà không cần validation set riêng.
4. **Robust Với Đặc Trưng Không Liên Quan**:
   * Random feature selection giúp bỏ qua đặc trưng kém, tập trung vào những cái tốt, giảm bias từ đặc trưng nhiễu.

**Nhược điểm của Random Forest**: Tốn bộ nhớ và thời gian hơn (do nhiều cây), khó giải thích chi tiết từng quyết định. Trong thực tế, nó thường là baseline mạnh cho phân loại, và có thể kết hợp với boosting (như XGBoost) để tốt hơn nữa.

## Những ưu điểm và hạn chế của cây quyết định và Random Forest là gì? Trong trường hợp nào thì cây quyết định có thể hoạt động kém hiệu quả?

**Ưu Điểm Và Hạn Chế Của Cây Quyết Định (Decision Tree)**

Cây quyết định là mô hình học máy cơ bản, dễ triển khai và giải thích. Dưới đây là bảng tóm tắt ưu nhược điểm chính:

| **Ưu Điểm** | **Hạn Chế** |
| --- | --- |
| **Dễ hiểu và giải thích**: Cấu trúc dạng cây giống quy trình ra quyết định của con người, dễ trực quan hóa và theo dõi lý do dự đoán. | **Dễ overfitting**: Cây có thể quá sâu, học thuộc lòng dữ liệu huấn luyện, dẫn đến hiệu suất kém trên dữ liệu mới. |
| **Không cần chuẩn hóa dữ liệu**: Xử lý tốt cả dữ liệu số (numerical) và phân loại (categorical) mà không yêu cầu scaling. | **Variance cao**: Nhạy cảm với thay đổi nhỏ trong dữ liệu, dẫn đến cây khác nhau đáng kể nếu dữ liệu thay đổi. |
| **Tốc độ nhanh**: Huấn luyện và dự đoán nhanh, đặc biệt với dữ liệu nhỏ đến trung bình. | **Bias với dữ liệu không tuyến tính**: Có thể tạo ra các ranh giới quyết định không mượt mà, kém hiệu quả với mối quan hệ phức tạp. |
| **Xử lý dữ liệu thiếu**: Có thể dễ dàng xử lý giá trị thiếu bằng cách phân nhánh riêng. | **Không ổn định**: Thay đổi thứ tự dữ liệu có thể thay đổi toàn bộ cấu trúc cây. |
| **Ít tham số cần điều chỉnh**: Chỉ cần kiểm soát độ sâu hoặc số nút lá. | **Kém với dữ liệu không cân bằng**: Có thể ưu tiên lớp đa số, bỏ qua lớp thiểu số. |

**Ưu Điểm Và Hạn Chế Của Random Forest**

Random Forest là phiên bản ensemble của cây quyết định, sử dụng nhiều cây để cải thiện độ chính xác. Bảng tóm tắt:

| **Ưu Điểm** | **Hạn Chế** |
| --- | --- |
| **Độ chính xác cao**: Kết hợp nhiều cây giúp giảm lỗi, thường vượt trội hơn cây đơn lẻ 5-10% trong phân loại. | **Tốn tài nguyên**: Yêu cầu bộ nhớ và CPU lớn do xây dựng hàng trăm cây, không phù hợp với thiết bị yếu. |
| **Chống overfitting tốt**: Bagging và random feature selection tạo đa dạng, giảm variance. | **Khó giải thích**: "Hộp đen" hơn cây đơn, khó theo dõi quyết định chi tiết của từng cây. |
| **Ổn định và robust**: Ít nhạy cảm với nhiễu, outlier hoặc dữ liệu thiếu. | **Thời gian huấn luyện dài**: Có thể mất vài phút đến giờ tùy kích thước dữ liệu và số cây. |
| **Đánh giá feature importance**: Tự động xếp hạng tầm quan trọng của đặc trưng dựa trên trung bình từ các cây. | **Dự đoán chậm hơn**: Phải tổng hợp kết quả từ tất cả cây, dù có thể song song hóa. |
| **Xử lý dữ liệu lớn và không cân bằng**: Hiệu quả với dataset lớn, có OOB error để đánh giá mà không cần validation set riêng. | **Không phù hợp với dữ liệu streaming**: Khó cập nhật mô hình theo thời gian thực mà không huấn luyện lại toàn bộ. |

**Trường Hợp Nào Thì Cây Quyết Định Có Thể Hoạt Động Kém Hiệu Quả?**

Cây quyết định đơn lẻ thường hoạt động kém trong các tình huống sau, nơi các hạn chế như overfitting và variance cao trở nên rõ rệt:

1. **Dữ liệu có nhiễu cao hoặc outlier**: Cây có thể tạo các nhánh riêng cho outlier, dẫn đến overfitting và accuracy thấp trên test set. Ví dụ: Trong dữ liệu y tế với nhiễu từ đo lường sai, cây đơn lẻ sẽ kém hơn Random Forest.
2. **Dữ liệu lớn và phức tạp**: Với hàng triệu mẫu, cây có thể trở nên quá sâu, tốn thời gian huấn luyện và dễ bias. Random Forest hoặc các ensemble khác sẽ ổn định hơn.
3. **Lớp không cân bằng (imbalanced classes)**: Nếu một lớp chiếm 90%, cây có thể ưu tiên lớp đa số, bỏ qua lớp thiểu số. Cần kỹ thuật như undersampling hoặc dùng ensemble để khắc phục.
4. **Mối quan hệ đặc trưng phức tạp**: Khi dữ liệu có tương tác phi tuyến tính cao (non-linear interactions) giữa các đặc trưng, cây đơn có thể không nắm bắt đầy đủ, dẫn đến underfitting ở một số trường hợp.
5. **Yêu cầu độ chính xác cao và ổn định**: Trong sản xuất (production), cây đơn dễ bị ảnh hưởng bởi thay đổi dữ liệu theo thời gian, trong khi Random Forest duy trì hiệu suất tốt hơn.

## Viết đoạn code mẫu bằng Python (sử dụng Scikit-learn) để xây dựng một mô hình cây quyết định ? Hãy mô tả các bước thực hiện

**Các Bước Thực Hiện Xây Dựng Mô Hình Cây Quyết Định Với Scikit-learn**

Dưới đây là hướng dẫn chi tiết các bước để xây dựng một mô hình cây quyết định (Decision Tree) đơn giản cho bài toán phân loại, sử dụng dataset Iris (một bộ dữ liệu cổ điển với 3 lớp hoa Iris dựa trên 4 đặc trưng). Tôi sử dụng thư viện Scikit-learn để minh họa. Quy trình này có thể áp dụng cho các dataset khác tương tự.

1. **Import các thư viện cần thiết**:
   * sklearn.datasets: Để tải dataset mẫu.
   * sklearn.model\_selection: Để chia dữ liệu thành tập huấn luyện và kiểm tra.
   * sklearn.tree: Để tạo mô hình DecisionTreeClassifier.
   * sklearn.metrics: Để đánh giá hiệu suất mô hình (ví dụ: accuracy).
2. **Tải và chuẩn bị dữ liệu**:
   * Tải dataset Iris (150 mẫu, 4 đặc trưng: chiều dài/rộng lá đài và cánh hoa).
   * Chia dữ liệu thành tập huấn luyện (80%) và kiểm tra (20%) bằng train\_test\_split để tránh overfitting.
3. **Tạo và huấn luyện mô hình**:
   * Khởi tạo mô hình DecisionTreeClassifier với các tham số mặc định (có thể điều chỉnh như max\_depth để kiểm soát độ sâu cây).
   * Huấn luyện mô hình bằng phương thức fit() trên tập huấn luyện.
4. **Dự đoán và đánh giá mô hình**:
   * Sử dụng predict() để dự đoán trên tập kiểm tra.
   * Tính toán độ chính xác bằng accuracy\_score và in kết quả.
5. **(Tùy chọn) Hiển thị cấu trúc cây**:
   * Sử dụng export\_text từ sklearn.tree để in cây dưới dạng văn bản (dễ đọc).

Quy trình này là cơ bản và lặp lại được. Trong thực tế, bạn có thể thêm bước khám phá dữ liệu (EDA), xử lý dữ liệu thiếu, hoặc điều chỉnh siêu tham số bằng GridSearchCV.

**Đoạn Code Mẫu (Python)**

Dưới đây là code hoàn chỉnh. Bạn có thể copy-paste và chạy trực tiếp trong môi trường Python có Scikit-learn (phiên bản >= 1.0).

# Bước 1: Import các thư viện cần thiết

from sklearn.datasets import load\_iris

from sklearn.model\_selection import train\_test\_split

from sklearn.tree import DecisionTreeClassifier, export\_text

from sklearn.metrics import accuracy\_score

# Bước 2: Tải và chuẩn bị dữ liệu

iris = load\_iris() # Tải dataset Iris

X = iris.data # Đặc trưng (4 cột: sepal length, sepal width, petal length, petal width)

y = iris.target # Nhãn (0: setosa, 1: versicolor, 2: virginica)

# Chia dữ liệu: 80% train, 20% test

X\_train, X\_test, y\_train, y\_test = train\_test\_split(X, y, test\_size=0.2, random\_state=42)

# Bước 3: Tạo và huấn luyện mô hình

clf = DecisionTreeClassifier(random\_state=42) # Mô hình cây quyết định (phân loại)

clf.fit(X\_train, y\_train) # Huấn luyện trên tập train

# Bước 4: Dự đoán và đánh giá

y\_pred = clf.predict(X\_test) # Dự đoán trên tập test

accuracy = accuracy\_score(y\_test, y\_pred) # Tính độ chính xác

print(f"Độ chính xác trên tập kiểm tra: {accuracy:.2f}")

# Bước 5: Hiển thị cấu trúc cây (tùy chọn)

tree\_rules = export\_text(clf, feature\_names=iris.feature\_names)

print("\nCấu trúc cây quyết định (quy tắc phân chia):")

print(tree\_rules)

**Kết Quả Chạy Mẫu**

Khi chạy code này, bạn sẽ nhận được output tương tự:

* Độ chính xác: 1.00 (100%, vì Iris là dataset đơn giản).
* Cấu trúc cây: Một danh sách các quy tắc phân chia dựa trên đặc trưng (ví dụ: petal length <= 2.45 thì lớp 0, v.v.).

## Làm thế nào để triển khai một mô hình Random Forest trong Python? Bạn thường thiết lập các tham số nào (ví dụ: n\_estimators, max\_depth)?

**Các Bước Triển Khai Mô Hình Random Forest Trong Python Với Scikit-learn**

Random Forest là một mô hình ensemble dựa trên nhiều cây quyết định, thường được triển khai qua lớp RandomForestClassifier (cho phân loại) hoặc RandomForestRegressor (cho hồi quy) trong thư viện Scikit-learn. Quy trình triển khai tương tự như cây quyết định đơn lẻ, nhưng bạn cần điều chỉnh các tham số để cân bằng giữa độ chính xác và tốc độ. Dưới đây là hướng dẫn chi tiết các bước, sử dụng dataset Iris làm ví dụ (phân loại 3 lớp hoa Iris dựa trên 4 đặc trưng).

1. **Import các thư viện cần thiết**:
   * sklearn.datasets: Tải dataset mẫu.
   * sklearn.model\_selection: Chia dữ liệu train/test.
   * sklearn.ensemble: Tạo mô hình RandomForestClassifier.
   * sklearn.metrics: Đánh giá (accuracy\_score).
2. **Tải và chuẩn bị dữ liệu**:
   * Tải dataset và chia thành tập huấn luyện (80%) và kiểm tra (20%) bằng train\_test\_split. Đặt random\_state để kết quả lặp lại được.
3. **Tạo và huấn luyện mô hình**:
   * Khởi tạo RandomForestClassifier với các tham số (sẽ giải thích chi tiết bên dưới).
   * Huấn luyện bằng fit() trên tập train.
4. **Dự đoán và đánh giá**:
   * Dự đoán bằng predict() trên tập test.
   * Tính độ chính xác bằng accuracy\_score. Có thể thêm confusion matrix hoặc feature importance.
5. **(Tùy chọn) Đánh giá thêm**:
   * Sử dụng feature\_importances\_ để xem tầm quan trọng của đặc trưng.
   * Điều chỉnh siêu tham số bằng GridSearchCV nếu cần tối ưu.

**Các Tham Số Thường Thiết Lập Trong Random Forest**

Random Forest có nhiều tham số để kiểm soát số lượng cây, độ phức tạp và ngẫu nhiên. Dưới đây là các tham số phổ biến nhất, với giá trị mặc định và lý do thiết lập (dựa trên kinh nghiệm thực tế, thường điều chỉnh qua cross-validation):

| **Tham Số** | **Mô Tả** | **Giá Trị Mặc Định** | **Giá Trị Thường Dùng** | **Lý Do Thiết Lập** |
| --- | --- | --- | --- | --- |
| **n\_estimators** | Số lượng cây quyết định trong rừng. Tăng giúp giảm variance nhưng tăng thời gian huấn luyện. | 100 | 100-500 (bắt đầu với 100) | Cân bằng tốc độ và độ chính xác; >500 cho dataset lớn. |
| **max\_depth** | Độ sâu tối đa của mỗi cây. Giới hạn để chống overfitting. | None (không giới hạn) | 5-20 (hoặc None cho dataset nhỏ) | Ngăn cây quá sâu; dùng None nếu dùng pruning. |
| **max\_features** | Số đặc trưng ngẫu nhiên xem xét tại mỗi nút phân chia. Giảm tương quan giữa cây. | 'sqrt' (√số đặc trưng) | 'sqrt', 'log2', hoặc 0.8 | 'sqrt' cho phân loại (tốt với nhiều đặc trưng); None dùng tất cả. |
| **min\_samples\_split** | Số mẫu tối thiểu để phân chia nút. Tăng để chống overfitting. | 2 | 2-10 | Tránh nhánh quá nhỏ; 5-10 cho dataset lớn. |
| **min\_samples\_leaf** | Số mẫu tối thiểu tại nút lá. Tăng để mượt mà hơn. | 1 | 1-5 | Giảm overfitting; 2 cho phân loại cân bằng. |
| **random\_state** | Seed cho ngẫu nhiên, đảm bảo kết quả lặp lại. | None | 42 (hoặc bất kỳ số nào) | Luôn đặt để debug và so sánh. |
| **bootstrap** | Có dùng bootstrap sampling không. | True | True | True để đa dạng hóa; False cho toàn bộ dữ liệu. |
| **oob\_score** | Sử dụng out-of-bag samples để đánh giá (không cần validation set). | False | True | True để ước lượng nhanh accuracy mà không chia dữ liệu. |

## Làm thế nào để đánh giá tầm quan trọng của các đặc trưng (feature importance) trong Random Forest bằng Python?

Đánh Giá Tầm Quan Trọng Của Các Đặc Trưng (Feature Importance) Trong Random Forest Bằng Python

Trong Random Forest, **tầm quan trọng của đặc trưng (feature importance)** là một chỉ số đo lường mức độ đóng góp của từng đặc trưng vào việc cải thiện độ chính xác của mô hình. Nó được tính dựa trên **sự giảm Gini impurity** (hoặc entropy, tùy tiêu chí) trung bình mà đặc trưng đó mang lại qua tất cả các nút phân chia trong các cây quyết định. Giá trị cao hơn nghĩa là đặc trưng đó quan trọng hơn (ví dụ: giúp phân loại tốt hơn). Đây là ưu điểm lớn của Random Forest, giúp xác định đặc trưng "hữu ích" để giảm chiều dữ liệu hoặc giải thích mô hình.

**Các Bước Thực Hiện**

1. **Import thư viện**: Sử dụng sklearn.ensemble.RandomForestClassifier (hoặc Regressor) và dataset mẫu nếu cần.
2. **Chuẩn bị dữ liệu**: Tải/chia dữ liệu huấn luyện.
3. **Huấn luyện mô hình**: Fit Random Forest trên dữ liệu.
4. **Truy cập và phân tích**: Sử dụng thuộc tính feature\_importances\_ để lấy mảng giá trị (tổng = 1.0). Sắp xếp và hiển thị.
5. **(Tùy chọn) Visualize**: Vẽ biểu đồ cột bằng Matplotlib để dễ quan sát.

**Code Mẫu (Sử Dụng Dataset Iris)**

Dưới đây là code đơn giản để tính và hiển thị feature importance. Bạn có thể chạy trực tiếp trong Python (cần Scikit-learn và Matplotlib).

from sklearn.datasets import load\_iris

from sklearn.model\_selection import train\_test\_split

from sklearn.ensemble import RandomForestClassifier

import matplotlib.pyplot as plt

import numpy as np

# Bước 1-2: Tải và chuẩn bị dữ liệu

iris = load\_iris()

X = iris.data

y = iris.target

X\_train, X\_test, y\_train, y\_test = train\_test\_split(X, y, test\_size=0.2, random\_state=42)

# Bước 3: Huấn luyện mô hình

rf = RandomForestClassifier(n\_estimators=100, random\_state=42)

rf.fit(X\_train, y\_train)

# Bước 4: Truy cập feature importance

feature\_importance = rf.feature\_importances\_

feature\_names = iris.feature\_names

# Sắp xếp theo tầm quan trọng giảm dần

importances = list(zip(feature\_names, feature\_importance))

importances.sort(key=lambda x: x[1], reverse=True)

print("Tầm quan trọng của các đặc trưng:")

for name, importance in importances:

print(f"{name}: {importance:.4f}")

# Bước 5: Visualize (tùy chọn)

indices = np.argsort(feature\_importance)[::-1] # Sắp xếp chỉ số

plt.figure(figsize=(8, 5))

plt.title("Feature Importance in Random Forest")

plt.bar(range(X.shape[1]), feature\_importance[indices])

plt.xticks(range(X.shape[1]), [feature\_names[i] for i in indices], rotation=45)

plt.ylabel("Importance")

plt.tight\_layout()

plt.show()

**Kết Quả Mẫu (Chạy Trên Dataset Iris)**

Khi chạy code trên, kết quả hiển thị sẽ tương tự như sau (dựa trên seed ngẫu nhiên cố định):

* **petal length (cm)**: 0.4400
* **petal width (cm)**: 0.4215
* **sepal length (cm)**: 0.1081
* **sepal width (cm)**: 0.0304

Biểu đồ cột sẽ cho thấy hai đặc trưng về cánh hoa (petal) quan trọng nhất, phù hợp với đặc tính sinh học của Iris.

## Điều chỉnh siêu tham số (hyperparameter tuning) cho cây quyết định hoặc Random Forest chưa? Hãy mô tả cách bạn sử dụng GridSearchCV hoặc RandomizedSearchCV

**Điều Chỉnh Siêu Tham Số (Hyperparameter Tuning) Cho Cây Quyết Định Hoặc Random Forest**

Đây là một bước quan trọng để cải thiện hiệu suất mô hình, vì siêu tham số (như độ sâu cây, số lượng cây) không được học từ dữ liệu mà phải được chọn thủ công. Tuning giúp tránh overfitting/underfitting và tăng độ chính xác.

Dưới đây là mô tả chi tiết về cách sử dụng **GridSearchCV** và **RandomizedSearchCV** từ thư viện Scikit-learn. Cả hai đều dựa trên **cross-validation (CV)** để đánh giá mô hình trên tập dữ liệu (thường chia thành k folds, ví dụ k=5 hoặc 10) và chọn bộ tham số tốt nhất dựa trên metric như accuracy (cho phân loại) hoặc MSE (cho hồi quy). Quy trình chung:

1. Định nghĩa không gian tham số (parameter grid/distribution).
2. Khởi tạo estimator (mô hình DecisionTreeClassifier hoặc RandomForestClassifier).
3. Chạy search trên tập huấn luyện.
4. Lấy bộ tham số tốt nhất và refit mô hình.
5. Đánh giá trên tập kiểm tra.

**1. GridSearchCV: Tìm Kiếm Toàn Bộ Lưới Tham Số**

* **Mô tả**: Phương pháp kiệt sức (exhaustive search), thử **tất cả** các tổ hợp tham số trong lưới định nghĩa trước. Nó phù hợp với không gian tham số nhỏ (vài tham số, mỗi cái 3-5 giá trị) vì thời gian tính toán là O(số tổ hợp × số folds × thời gian huấn luyện).
* **Ưu điểm**: Đảm bảo tìm bộ tham số tối ưu toàn cục.
* **Nhược điểm**: Chậm với không gian lớn (ví dụ: 3 tham số × 5 giá trị = 125 tổ hợp, nhân với 5 folds = 625 lần huấn luyện).
* **Cách sử dụng**:
  + Import: from sklearn.model\_selection import GridSearchCV.
  + Định nghĩa lưới: param\_grid = {'max\_depth': [3, 5, 7], 'min\_samples\_split': [2, 5, 10]} (cho Decision Tree) hoặc thêm 'n\_estimators': [50, 100] cho Random Forest.
  + Khởi tạo: grid\_search = GridSearchCV(estimator=RandomForestClassifier(random\_state=42), param\_grid=param\_grid, cv=5, scoring='accuracy').
  + Fit: grid\_search.fit(X\_train, y\_train).
  + Kết quả: best\_params = grid\_search.best\_params\_ (ví dụ: {'max\_depth': 5, 'n\_estimators': 100}), best\_score = grid\_search.best\_score\_ (accuracy trung bình từ CV), và grid\_search.predict(X\_test) cho dự đoán cuối.
* **Ví dụ tham số phổ biến**:
  + Decision Tree: {'max\_depth': [3, 5, 10, None], 'min\_samples\_split': [2, 5, 10], 'min\_samples\_leaf': [1, 2, 4]}.
  + Random Forest: {'n\_estimators': [50, 100, 200], 'max\_depth': [5, 10, None], 'min\_samples\_split': [2, 5]}.

**2. RandomizedSearchCV: Tìm Kiếm Ngẫu Nhiên**

* **Mô tả**: Thử **một số tổ hợp ngẫu nhiên** từ phân phối tham số (thay vì lưới cố định), với số lần thử cố định (n\_iter). Nó nhanh hơn GridSearchCV cho không gian lớn, bằng cách lấy mẫu ngẫu nhiên (sampling) từ các phân phối (như uniform hoặc randint).
* **Ưu điểm**: Hiệu quả với nhiều tham số hoặc giá trị liên tục (ví dụ: max\_depth từ 1-20); thường tìm kết quả gần tối ưu với ít lần thử hơn.
* **Nhược điểm**: Không đảm bảo tối ưu toàn cục, phụ thuộc vào seed ngẫu nhiên.
* **Cách sử dụng**:
  + Import: from sklearn.model\_selection import RandomizedSearchCV và from scipy.stats import randint, uniform.
  + Định nghĩa phân phối: param\_dist = {'max\_depth': randint(3, 11), 'min\_samples\_split': randint(2, 11), 'n\_estimators': randint(50, 201)} (sử dụng phân phối để tạo giá trị ngẫu nhiên).
  + Khởi tạo: random\_search = RandomizedSearchCV(estimator=RandomForestClassifier(random\_state=42), param\_distributions=param\_dist, n\_iter=20, cv=5, scoring='accuracy', random\_state=42).
  + Fit: random\_search.fit(X\_train, y\_train).
  + Kết quả: Tương tự GridSearchCV, với best\_params\_ và best\_score\_. Tham số n\_iter=20 nghĩa là thử 20 tổ hợp ngẫu nhiên.
* **Ví dụ tham số phổ biến**:
  + Decision Tree: {'max\_depth': randint(3, 15), 'criterion': ['gini', 'entropy'], 'splitter': ['best', 'random']}.
  + Random Forest: {'n\_estimators': randint(50, 300), 'max\_features': uniform(0.1, 0.9), 'max\_depth': randint(5, 20)}.

**So Sánh GridSearchCV Và RandomizedSearchCV**

| **Tiêu chí** | **GridSearchCV** | **RandomizedSearchCV** |
| --- | --- | --- |
| **Phương pháp** | Thử tất cả tổ hợp | Thử ngẫu nhiên (n\_iter lần) |
| **Thời gian** | Chậm (tăng theo số tổ hợp) | Nhanh (cố định theo n\_iter) |
| **Phù hợp** | Không gian nhỏ (2-3 tham số) | Không gian lớn (nhiều tham số) |
| **Kết quả** | Tối ưu chính xác | Gần tối ưu, hiệu quả |
| **Sử dụng** | Khi tài nguyên dồi dào | Khi cần nhanh, thử nghiệm ban đầu |

# GIẢI THUẬT 2: SUPPORT VECTOR MACHINE (SVM)

## Giải thuật Support Vector Machine hoạt động như thế nào? Hãy giải thích khái niệm về ranh giới phân tách (hyperplane) và lề (margin)

**Giải Thuật Support Vector Machine (SVM) Hoạt Động Như Thế Nào?**

Support Vector Machine (SVM) là một thuật toán học máy có giám sát (supervised learning), chủ yếu dùng cho bài toán phân loại (classification) và hồi quy (regression), nhưng phổ biến nhất là phân loại. SVM được phát triển bởi Vapnik và các cộng sự vào những năm 1990, dựa trên ý tưởng tìm ra một **ranh giới phân tách tối ưu** giữa các lớp dữ liệu. Nó đặc biệt hiệu quả với dữ liệu chiều cao (high-dimensional) và ít nhạy cảm với overfitting so với một số mô hình khác.

**Nguyên Lý Hoạt Động Tổng Quát**

SVM hoạt động bằng cách **tối ưu hóa một hàm mục tiêu** để tìm ranh giới phân tách (hyperplane) sao cho khoảng cách từ ranh giới đến các điểm dữ liệu gần nhất (gọi là support vectors) là lớn nhất. Quá trình bao gồm:

1. **Huấn luyện (Training)**: Với dữ liệu có nhãn (labeled data), SVM sử dụng phương pháp học lồi (convex optimization) để giải bài toán quadratic programming, tìm hyperplane tốt nhất.
2. **Dự đoán (Prediction)**: Với dữ liệu mới, SVM xác định lớp bằng cách kiểm tra vị trí của điểm so với hyperplane (phía nào của ranh giới).
3. **Xử lý dữ liệu không tuyến tính**: Nếu dữ liệu không thể phân tách tuyến tính, SVM sử dụng **kernel trick** (như RBF, polynomial) để ánh xạ dữ liệu lên không gian chiều cao hơn mà không cần tính toán trực tiếp.

SVM có hai biến thể chính:

* **Hard Margin SVM**: Giả định dữ liệu hoàn toàn phân tách được (linearly separable), không cho phép lỗi.
* **Soft Margin SVM**: Cho phép một số lỗi (dùng tham số C để kiểm soát độ nghiêm ngặt), phù hợp với dữ liệu thực tế có nhiễu.

**Khái Niệm Về Ranh Giới Phân Tách (Hyperplane)**

* **Định nghĩa**: Hyperplane là một **siêu mặt phẳng** (hyperplane) trong không gian n-chiều, đại diện cho ranh giới quyết định giữa các lớp dữ liệu. Trong không gian 2D, nó là một đường thẳng; 3D là mặt phẳng; cao hơn là siêu mặt phẳng.
* **Công thức toán học**: Một hyperplane được biểu diễn bởi phương trình , trong đó:
  + : Vector pháp tuyến (normal vector), quyết định hướng của hyperplane.
  + : Vector đặc trưng của điểm dữ liệu.
  + : Bias (thiên vị), quyết định vị trí dịch chuyển của hyperplane.
* **Vai trò**: Hyperplane phân chia không gian thành hai nửa (hoặc nhiều hơn với multi-class SVM qua one-vs-one hoặc one-vs-all). Điểm nào có thuộc lớp dương, ngược lại thuộc lớp âm.
* **Ví dụ minh họa**: Giả sử phân loại email spam/not spam dựa trên 2 đặc trưng (từ khóa, độ dài). Hyperplane là đường thẳng phân tách hai nhóm điểm.

**Khái Niệm Về Lề (Margin)**

* **Định nghĩa**: Margin là **khoảng cách** từ hyperplane đến các điểm dữ liệu gần nhất (support vectors) ở mỗi bên. SVM tìm hyperplane có **margin lớn nhất** (maximum margin hyperplane) để tăng khả năng tổng quát hóa (generalization), giảm rủi ro phân loại sai dữ liệu mới.
* **Công thức toán học**: Khoảng cách từ một điểm đến hyperplane là . Margin tổng = (khoảng cách giữa hai support hyperplanes song song với hyperplane chính).
  + Để tối ưu, SVM giảm thiểu (tương đương tăng margin) dưới ràng buộc phân loại đúng.
* **Phân biệt**:
  + **Functional Margin**: Khoảng cách có dấu (signed distance), dùng để kiểm tra phân loại đúng/sai.
  + **Geometric Margin**: Khoảng cách tuyệt đối, là giá trị SVM tối ưu hóa.
* **Vai trò**: Margin lớn giúp mô hình "chắc chắn" hơn (confident), chống overfitting. Nếu margin nhỏ, hyperplane dễ bị ảnh hưởng bởi nhiễu.

**Minh Họa Sự Khác Biệt Giữa Hyperplane Và Margin**

Dưới đây là bảng so sánh ngắn gọn:

| **Khái Niệm** | **Mô Tả** | **Vai Trò Trong SVM** |
| --- | --- | --- |
| **Hyperplane** | Siêu mặt phẳng phân tách các lớp dữ liệu (ranh giới quyết định). | Xác định lớp cho dữ liệu mới. |
| **Margin** | Khoảng cách từ hyperplane đến support vectors (các điểm gần nhất). | Tối ưu hóa để tăng độ chính xác tổng quát. |

**Ví dụ trực quan**: Trong không gian 2D với hai lớp điểm (đỏ và xanh), hyperplane là đường thẳng giữa chúng. Hai đường song song sát các điểm gần nhất định nghĩa margin. SVM chọn đường thẳng giữa có khoảng cách rộng nhất đến các điểm biên.

**Ưu Nhược Điểm Ngắn Gọn**

* **Ưu**: Hiệu quả với dữ liệu nhỏ/trung bình, chiều cao; margin giúp chống overfitting.
* **Nhược**: Chậm với dữ liệu lớn; khó giải thích (hộp đen); nhạy cảm với kernel và tham số C.

## Các vector hỗ trợ (support vectors) có vai trò gì trong SVM? Tại sao chúng quan trọng?

**Vai Trò Của Các Vector Hỗ Trợ (Support Vectors) Trong SVM**

Trong thuật toán **Support Vector Machine (SVM)**, **vector hỗ trợ (support vectors)** là các điểm dữ liệu đặc biệt nằm trên hoặc gần **ranh giới phân tách (hyperplane)**, cụ thể là các điểm gần nhất với hyperplane từ mỗi lớp dữ liệu. Chúng đóng vai trò cốt lõi trong việc xây dựng và sử dụng mô hình SVM. Dưới đây là giải thích chi tiết về vai trò và tầm quan trọng của chúng.

**Vai Trò Chính Của Support Vectors**

1. **Xác Định Vị Trí Hyperplane**:
   * Hyperplane (ranh giới phân tách) được tính toán sao cho khoảng cách đến support vectors (margin) là lớn nhất. Các support vectors là những điểm "giới hạn" – nếu di chuyển chúng, hyperplane sẽ thay đổi.
   * Trong toán học, support vectors thỏa mãn điều kiện ràng buộc của bài toán tối ưu: (với là nhãn lớp, là điểm dữ liệu). Các điểm khác có giá trị lớn hơn 1, nên không ảnh hưởng đến hyperplane.
2. **Xây Dựng Margin**:
   * Support vectors định nghĩa hai đường biên song song với hyperplane (support hyperplanes), tạo nên margin. Chúng là các điểm nằm trên hai đường biên này, giúp SVM đạt được "maximum margin" – khoảng cách rộng nhất giữa các lớp.
3. **Dự Đoán Cho Dữ Liệu Mới**:
   * Khi dự đoán, SVM chỉ cần sử dụng support vectors để tính toán vị trí của điểm mới so với hyperplane. Công thức dự đoán là , trong đó là hàm kernel, và chỉ support vectors () có hệ số .
4. **Trong SVM Với Kernel (Non-Linear)**:
   * Support vectors giúp "kernel trick" hoạt động hiệu quả bằng cách chỉ cần tính toán trên các điểm này trong không gian ánh xạ cao chiều, thay vì toàn bộ dữ liệu.

**Tại Sao Support Vectors Quan Trọng?**

Support vectors không chỉ là "công cụ" mà còn là yếu tố làm nên sức mạnh của SVM. Dưới đây là các lý do chính:

| **Lý Do Quan Trọng** | **Giải Thích** |
| --- | --- |
| **Tối Ưu Hóa Tổng Quát Hóa (Generalization)** | Bằng cách tập trung vào margin lớn nhất (do support vectors định nghĩa), SVM giảm overfitting và tăng khả năng dự đoán chính xác trên dữ liệu chưa thấy, đặc biệt với dữ liệu chiều cao. |
| **Giảm Độ Phức Tạp Mô Hình (Sparsity)** | SVM chỉ lưu trữ support vectors (thường chỉ 1-10% dữ liệu), không cần toàn bộ dataset. Điều này làm mô hình nhẹ hơn, tiết kiệm bộ nhớ và thời gian dự đoán (O(số support vectors) thay vì O(n)). |
| **Robust Với Nhiễu** | Các điểm xa margin (không phải support vectors) bị bỏ qua, nên nhiễu hoặc outlier ở vùng xa không ảnh hưởng đến hyperplane, tăng độ bền vững. |
| **Dễ Giải Thích Và Mở Rộng** | Support vectors giúp hiểu mô hình (ví dụ: "mô hình dựa trên những điểm dữ liệu cụ thể này"). Chúng cũng hỗ trợ các biến thể như SVM cho multi-class hoặc one-class detection. |
| **Hiệu Quả Trong Soft Margin SVM** | Với tham số C (kiểm soát lỗi), support vectors bao gồm cả các điểm "vi phạm" margin, giúp cân bằng giữa độ chính xác và tổng quát hóa. |

Ví dụ minh họa: Giả sử phân loại hình ảnh mèo/chó với 1000 ảnh. Chỉ khoảng 50 ảnh (support vectors) gần ranh giới "mèo-chó" sẽ quyết định hyperplane; các ảnh rõ ràng (xa ranh giới) không cần lưu trữ.

## Sự khác biệt giữa SVM với lề cứng (hard margin) và lề mềm (soft margin) là gì? Khi nào nên sử dụng lề mềm?

Support Vector Machine (SVM) là thuật toán phân loại dựa trên việc tìm hyperplane phân tách các lớp dữ liệu với margin (lề) lớn nhất. Sự khác biệt chính giữa hard margin SVM và soft margin SVM nằm ở cách xử lý dữ liệu không phân tách tuyến tính hoàn hảo (non-linearly separable), tức là khi có nhiễu, outlier hoặc các điểm dữ liệu "xâm phạm" margin. Dưới đây là bảng so sánh chi tiết:

| **Tiêu chí** | **Hard Margin SVM** | **Soft Margin SVM** |
| --- | --- | --- |
| **Giả định dữ liệu** | Dữ liệu phải hoàn toàn phân tách tuyến tính (tất cả điểm thuộc đúng lớp, không vi phạm margin). | Dữ liệu có thể không phân tách hoàn hảo; cho phép một số điểm vi phạm margin. |
| **Ràng buộc** | cho tất cả điểm . Không cho phép lỗi. | Giới thiệu biến slack : . Cho phép lỗi có kiểm soát. |
| **Hàm mục tiêu** | Tối thiểu hóa (tăng margin lớn nhất). | Tối thiểu hóa , trong đó C kiểm soát mức phạt lỗi (trade-off giữa margin và lỗi). |
| **Margin** | Margin lớn nhất, nhưng chỉ khả thi nếu dữ liệu separable. | Margin có thể lớn hơn nhờ cho phép vi phạm, nhưng linh hoạt hơn. |
| **Xử lý nhiễu/outlier** | Không xử lý được; nếu có nhiễu, bài toán không có nghiệm (infeasible). | Xử lý tốt bằng cách "bỏ qua" một số điểm nhiễu qua ξ\_i lớn. |
| **Số lượng support vectors** | Thường ít hơn, vì yêu cầu nghiêm ngặt. | Có thể nhiều hơn, bao gồm cả support vectors vi phạm (boundary và error vectors). |
| **Ứng dụng** | Chỉ dùng cho dữ liệu lý tưởng, separable (hiếm gặp thực tế). | Phổ biến hơn, dùng cho dữ liệu thực tế có nhiễu. |

**Hard Margin**: Tập trung hoàn toàn vào việc tối ưu margin mà không cho phép bất kỳ sai lầm nào. Nếu dữ liệu không separable, thuật toán thất bại (không hội tụ).

**Soft Margin**: Giới thiệu tham số **C** (regularization parameter):

* C lớn (ví dụ: >1): Phạt lỗi mạnh → gần giống hard margin (ít vi phạm).
* C nhỏ (ví dụ: <1): Cho phép nhiều lỗi hơn → margin lớn, tổng quát hóa tốt hơn.

**Khi Nào Nên Sử Dụng Lề Mềm (Soft Margin)?**

Soft margin SVM là lựa chọn mặc định trong hầu hết các trường hợp thực tế vì dữ liệu hiếm khi hoàn hảo. Nên sử dụng khi:

1. **Dữ liệu không phân tách tuyến tính hoàn hảo**: Có overlap giữa các lớp, nhiễu (noise), hoặc outlier (ví dụ: dữ liệu y tế với lỗi đo lường, hình ảnh có biến đổi nhỏ).
2. **Cần cân bằng giữa độ chính xác và tổng quát hóa**: Hard margin dễ overfitting (học thuộc lòng dữ liệu huấn luyện), trong khi soft margin giúp mô hình dự đoán tốt hơn trên dữ liệu mới bằng cách cho phép một số lỗi nhỏ.
3. **Dataset lớn hoặc phức tạp**: Với kernel (như RBF), soft margin giúp tránh overfit bằng cách điều chỉnh C qua cross-validation.
4. **Ứng dụng thực tế**: Như phân loại văn bản (có từ đồng nghĩa gây nhiễu), nhận diện khuôn mặt (ánh sáng thay đổi), hoặc dự báo tài chính (dữ liệu biến động).

## Hàm nhân (kernel) trong SVM là gì? Hãy giải thích các loại kernel phổ biến (linear, polynomial, RBF) và khi nào nên sử dụng chúng

**Hàm Nhân (Kernel) Trong SVM Là Gì?**

Trong **Support Vector Machine (SVM)**, **hàm nhân (kernel function)** là một kỹ thuật toán học quan trọng để xử lý dữ liệu **không tuyến tính** (non-linearly separable). Thay vì cố gắng phân tách dữ liệu trực tiếp trong không gian gốc (có thể không khả thi), kernel "ánh xạ" (map) dữ liệu lên một **không gian đặc trưng cao chiều hơn** (feature space), nơi dữ liệu trở nên tuyến tính phân tách được. Điều này được thực hiện thông qua **kernel trick** – một cách tính toán thông minh chỉ sử dụng tích vô hướng (dot product) giữa các điểm dữ liệu, mà không cần tính toán trực tiếp không gian cao chiều (tiết kiệm tài nguyên).

* **Công thức tổng quát**: Kernel , trong đó là hàm ánh xạ lên không gian cao chiều.
* **Vai trò**: Kernel quyết định hình dạng của hyperplane phân tách, giúp SVM linh hoạt với dữ liệu phức tạp. Nếu dữ liệu tuyến tính, có thể dùng kernel tuyến tính (không cần ánh xạ).

Dưới đây là giải thích các loại kernel phổ biến: **linear**, **polynomial**, và **RBF** (Radial Basis Function). Tôi sử dụng bảng để so sánh rõ ràng.

**Các Loại Kernel Phổ Biến**

| **Loại Kernel** | **Công Thức** | **Đặc Điểm** | **Khi Nào Nên Sử Dụng** |
| --- | --- | --- | --- |
| **Linear** |  | - Ánh xạ tuyến tính, không thay đổi không gian (tương đương SVM tuyến tính). - Đơn giản, nhanh chóng. - Không có tham số cần tuning (trừ C). | - Dữ liệu **tuyến tính phân tách** (linearly separable). - Dataset lớn, chiều cao (high-dimensional, như text classification). - Khi ưu tiên tốc độ và ít tài nguyên (ví dụ: phân loại email spam cơ bản). |
| **Polynomial** | (d: bậc đa thức, c: hằng số) | - Tạo tương tác đa thức (polynomial features) lên không gian cao chiều. - Linh hoạt với d (bậc cao → phức tạp hơn). - Có thể overfit nếu d lớn. | - Dữ liệu có **mối quan hệ đa thức** (ví dụ: hình ảnh với đường cong, dữ liệu vật lý). - Khi cần mô hình phức tạp hơn linear nhưng không quá phi tuyến tính. - Tuning d=2-3 cho dataset trung bình. |
| **RBF (Gaussian)** | (σ: độ rộng Gaussian, hoặc γ = 1/(2σ²)) | - Ánh xạ lên không gian vô hạn chiều, tạo ranh giới "vòm" (curved). - Rất linh hoạt, phổ biến nhất. - Nhạy cảm với γ (nhỏ → overfit, lớn → underfit). | - Dữ liệu **phi tuyến tính phức tạp** (non-linear, không theo đa thức, như phân loại hình ảnh, sinh học). - Khi không biết hình dạng dữ liệu (mặc định tốt). - Dataset nhỏ/trung bình; tuning γ qua cross-validation. |

**Lời Khuyên Chọn Kernel**

* **Bắt đầu với Linear**: Nếu dữ liệu có ít đặc trưng và có vẻ tuyến tính (kiểm tra bằng scatter plot).
* **Chuyển sang RBF**: Nếu linear kém, vì RBF thường cho kết quả tốt nhất trên dữ liệu thực tế (nhưng tốn thời gian hơn).
* **Polynomial**: Chỉ dùng nếu biết dữ liệu có tính chất đa thức (hiếm hơn RBF).
* **Tuning**: Luôn dùng cross-validation (như GridSearchCV) để chọn kernel và tham số (C, γ, d). Trong Scikit-learn, kernel là tham số của SVC.

## Tham số C trong SVM có ý nghĩa gì? Nó ảnh hưởng như thế nào đến hiệu suất của mô hình?

Tham Số C Trong SVM Có Ý Nghĩa Gì?

Trong **Support Vector Machine (SVM)** với **lề mềm (soft margin)**, **tham số C** (hay còn gọi là **regularization parameter**) là một hệ số điều chỉnh quan trọng, kiểm soát sự cân bằng giữa hai mục tiêu chính của mô hình:

* **Tối đa hóa margin**: Tăng khoảng cách giữa hyperplane và support vectors để cải thiện khả năng tổng quát hóa (generalization).
* **Giảm thiểu lỗi phân loại**: Phạt các điểm dữ liệu vi phạm margin (slack variables ).

**Công thức toán học**: Hàm mục tiêu của soft margin SVM là:

* : Phần regularization để tăng margin (giảm ).
* : Phần phạt lỗi, với quyết định mức độ nghiêm ngặt của phạt.
* **Ý nghĩa cụ thể**:
  + C lớn (ví dụ: C = 100): Phạt lỗi mạnh → mô hình ưu tiên phân loại đúng tất cả điểm huấn luyện → gần giống hard margin SVM.
  + C nhỏ (ví dụ: C = 0.1): Phạt lỗi yếu → cho phép nhiều vi phạm hơn → ưu tiên margin lớn, bỏ qua nhiễu/outlier.

C không ảnh hưởng đến hard margin SVM (vì không có slack variables), nhưng là tham số bắt buộc trong soft margin.

**Ảnh Hưởng Của C Đến Hiệu Suất Mô Hình**

Tham số C ảnh hưởng trực tiếp đến **trade-off giữa bias và variance**, dẫn đến overfitting/underfitting. Dưới đây là bảng tóm tắt tác động:

| **Giá Trị C** | **Ảnh Hưởng Đến Mô Hình** | **Ưu Điểm** | **Nhược Điểm** | **Hiệu Suất Tổng Thể** |
| --- | --- | --- | --- | --- |
| **C lớn** (ví dụ: >10) | - Giảm lỗi huấn luyện (high training accuracy). - Margin nhỏ hơn (ít vi phạm). - Nhiều support vectors hơn. | - Độ chính xác cao trên dữ liệu huấn luyện. - Ít nhầm lẫn với dữ liệu sạch. | - Dễ **overfitting** (variance cao): Kém trên dữ liệu test mới, nhạy cảm với nhiễu. - Mô hình phức tạp, ít tổng quát hóa. | Tốt cho dữ liệu sạch, nhỏ; kém với nhiễu. |
| **C nhỏ** (ví dụ: <1) | - Tăng margin (ít vi phạm hơn). - Lỗi huấn luyện cao hơn nhưng ổn định. - Ít support vectors hơn. | - **Tổng quát hóa tốt** (low variance): Robust với nhiễu/outlier. - Mô hình đơn giản, ít phức tạp. | - Có thể **underfitting** (bias cao): Độ chính xác thấp trên cả train và test. - Bỏ qua một số mẫu quan trọng. | Tốt cho dữ liệu lớn, có nhiễu; kém nếu dữ liệu separable. |
| **C trung bình** (ví dụ: 1) | - Cân bằng giữa margin và lỗi. - Hiệu suất ổn định. | - Linh hoạt, thường là điểm khởi đầu tốt. | - Cần tuning để tối ưu. | Tối ưu cho hầu hết trường hợp thực tế. |

**Ví dụ minh họa**:

* Với dataset Iris (dữ liệu sạch), C=1 cho accuracy ~95-100%. Nếu C=1000, accuracy train=100% nhưng test có thể giảm do overfit.
* Với dữ liệu có nhiễu (như MNIST với outlier), C=0.1 giúp tránh overfit, tăng accuracy test lên 5-10%.

## Viết đoạn code mẫu bằng Python (sử dụng Scikit-learn) để xây dựng một mô hình SVM cho bài toán phân loại không? Hãy mô tả các bước thực hiện

**Các Bước Thực Hiện Xây Dựng Mô Hình SVM Cho Bài Toán Phân Loại Với Scikit-learn**

Support Vector Machine (SVM) trong Scikit-learn được triển khai qua lớp SVC (Support Vector Classification) cho phân loại. Dưới đây là hướng dẫn chi tiết các bước để xây dựng một mô hình SVM đơn giản cho bài toán phân loại, sử dụng dataset Iris (một bộ dữ liệu cổ điển với 3 lớp hoa Iris dựa trên 4 đặc trưng: chiều dài/rộng lá đài và cánh hoa). Quy trình này có thể áp dụng cho các dataset khác tương tự.

1. **Import các thư viện cần thiết**:
   * sklearn.datasets: Để tải dataset mẫu.
   * sklearn.model\_selection: Để chia dữ liệu thành tập huấn luyện và kiểm tra.
   * sklearn.svm: Để tạo mô hình SVC.
   * sklearn.metrics: Để đánh giá hiệu suất (ví dụ: accuracy\_score).
2. **Tải và chuẩn bị dữ liệu**:
   * Tải dataset Iris (150 mẫu).
   * Chia dữ liệu thành tập huấn luyện (80%) và kiểm tra (20%) bằng train\_test\_split để đánh giá tổng quát hóa.
3. **Tạo và huấn luyện mô hình**:
   * Khởi tạo mô hình SVC với các tham số cơ bản (ví dụ: kernel='linear', C=1.0 để bắt đầu).
   * Huấn luyện bằng phương thức fit() trên tập huấn luyện.
4. **Dự đoán và đánh giá mô hình**:
   * Sử dụng predict() để dự đoán trên tập kiểm tra.
   * Tính độ chính xác bằng accuracy\_score và in kết quả.
5. **(Tùy chọn) Tuning tham số**: Sử dụng GridSearchCV để tối ưu C hoặc kernel nếu cần, nhưng ở đây giữ đơn giản.

Quy trình này nhấn mạnh soft margin SVM (mặc định trong Scikit-learn). Trong thực tế, bạn có thể thêm kernel='rbf' cho dữ liệu phi tuyến tính hoặc tuning C qua cross-validation.

**Đoạn Code Mẫu (Python)**

Dưới đây là code hoàn chỉnh. Bạn có thể copy-paste và chạy trực tiếp trong môi trường Python có Scikit-learn (phiên bản >= 1.0).

# Bước 1: Import các thư viện cần thiết

from sklearn.datasets import load\_iris

from sklearn.model\_selection import train\_test\_split

from sklearn.svm import SVC

from sklearn.metrics import accuracy\_score

# Bước 2: Tải và chuẩn bị dữ liệu

iris = load\_iris() # Tải dataset Iris

X = iris.data # Đặc trưng (4 cột: sepal length, sepal width, petal length, petal width)

y = iris.target # Nhãn (0: setosa, 1: versicolor, 2: virginica)

# Chia dữ liệu: 80% train, 20% test

X\_train, X\_test, y\_train, y\_test = train\_test\_split(X, y, test\_size=0.2, random\_state=42)

# Bước 3: Tạo và huấn luyện mô hình

svm = SVC(kernel='linear', C=1.0, random\_state=42) # Mô hình SVM phân loại (linear kernel)

svm.fit(X\_train, y\_train) # Huấn luyện trên tập train

# Bước 4: Dự đoán và đánh giá

y\_pred = svm.predict(X\_test) # Dự đoán trên tập test

accuracy = accuracy\_score(y\_test, y\_pred) # Tính độ chính xác

print(f"Độ chính xác trên tập kiểm tra: {accuracy:.2f}")

# Bước 5: Hiển thị số lượng support vectors (tùy chọn)

print(f"Số lượng support vectors: {svm.n\_support\_}")

**Kết Quả Chạy Mẫu**

Khi chạy code này, bạn sẽ nhận được output tương tự:

* Độ chính xác: 1.00 (100%, vì Iris dễ phân loại với SVM linear).
* Số lượng support vectors: [10 13 8] (số lượng theo từng lớp).

## Hàm nào trong Scikit-learn để chuẩn hóa dữ liệu (scaling) trước khi áp dụng SVM? Tại sao bước này quan trọng?

**Hàm Chuẩn Hóa Dữ Liệu (Scaling) Trong Scikit-learn Trước Khi Áp Dụng SVM**

Trong thư viện Scikit-learn, hàm phổ biến nhất để chuẩn hóa (scaling) dữ liệu trước khi áp dụng SVM là **StandardScaler** từ module sklearn.preprocessing. Đây là một transformer (biến đổi) chuẩn hóa các đặc trưng về phân phối có **trung bình = 0** và **độ lệch chuẩn = 1** (z-score normalization). Nó phù hợp nhất cho SVM vì thuật toán này dựa trên khoảng cách Euclidean và nhạy cảm với scale của dữ liệu.

**Cách Sử Dụng Ngắn Gọn**

* Import: from sklearn.preprocessing import StandardScaler.
* Tạo và áp dụng:

scaler = StandardScaler()

X\_train\_scaled = scaler.fit\_transform(X\_train) # Fit trên train, transform train

X\_test\_scaled = scaler.transform(X\_test) # Chỉ transform test (không fit lại)

* Sau đó, truyền X\_train\_scaled vào mô hình SVM (ví dụ: SVC().fit(X\_train\_scaled, y\_train)).

Một lựa chọn khác là MinMaxScaler, chuẩn hóa về khoảng [0, 1] (hoặc khoảng tùy chỉnh), nhưng StandardScaler thường được ưu tiên cho SVM vì nó bảo toàn phân phối Gaussian (nếu có).

**Tại Sao Bước Chuẩn Hóa Này Quan Trọng Với SVM?**

SVM hoạt động dựa trên nguyên lý **tối ưu hóa margin** và **khoảng cách giữa các điểm dữ liệu** (Euclidean distance) để tìm hyperplane phân tách. Nếu không scaling, các đặc trưng có scale khác nhau (ví dụ: một đặc trưng từ 0-1, một từ 0-1000) sẽ làm méo mó mô hình:

1. **Bias hướng đặc trưng có scale lớn**: Đặc trưng với giá trị lớn (như thu nhập hàng năm) sẽ thống trị khoảng cách, khiến SVM ưu tiên chúng quá mức, dẫn đến hyperplane lệch lạc và accuracy thấp.
2. **Overfitting hoặc underfitting**: Không scaling làm margin không phản ánh đúng "tầm quan trọng" tương đối của đặc trưng, tăng variance (overfit) hoặc bias (underfit).
3. **Hiệu quả kernel**: Với kernel như RBF (phụ thuộc vào khoảng cách), scaling giúp kernel hoạt động đúng, tránh overfit (γ quá nhỏ) hoặc underfit (γ quá lớn).

Kết quả thực tế: Scaling có thể tăng accuracy SVM lên 10-20% trên dataset thực tế (như Iris hoặc MNIST). Luôn fit scaler chỉ trên train set để tránh data leakage.

# GIẢI THUẬT 3: BAYES NGÂY THƠ (NAÏVE BAYES)

## Giải thuật Naive Bayes hoạt động như thế nào? Hãy giải thích định lý Bayes và giả định "ngây thơ" trong thuật toán này?

**Giải Thuật Naive Bayes Hoạt Động Như Thế Nào?**

**Naive Bayes** là một thuật toán học máy có giám sát (supervised learning), thuộc họ **phân loại xác suất** (probabilistic classifier), được sử dụng chủ yếu cho bài toán phân loại văn bản, spam detection, hoặc phân loại cảm xúc. Nó dựa trên **định lý Bayes** để tính xác suất lớp của một mẫu dữ liệu mới dựa trên các đặc trưng. Tên "Naive" (ngây thơ) xuất phát từ giả định đơn giản hóa mạnh mẽ về sự độc lập giữa các đặc trưng. Thuật toán nhanh, hiệu quả với dữ liệu lớn, và thường đạt hiệu suất tốt dù giả định đơn giản.

Quá trình hoạt động tổng quát:

1. **Huấn luyện (Training)**: Tính xác suất tiên nghiệm (prior probability) của từng lớp và xác suất có điều kiện (likelihood) của từng đặc trưng cho mỗi lớp, dựa trên dữ liệu huấn luyện.
2. **Dự đoán (Prediction)**: Với dữ liệu mới, tính xác suất hậu nghiệm (posterior probability) cho từng lớp bằng cách nhân các xác suất có điều kiện (dưới giả định độc lập), rồi chọn lớp có xác suất cao nhất.

Naive Bayes có các biến thể như **Gaussian Naive Bayes** (cho dữ liệu liên tục), **Multinomial Naive Bayes** (cho dữ liệu đếm, như văn bản), và **Bernoulli Naive Bayes** (cho dữ liệu nhị phân).

**Định Lý Bayes**

**Định lý Bayes** là nền tảng toán học của thuật toán, mô tả cách cập nhật xác suất dựa trên bằng chứng mới. Định lý này được đặt tên theo Thomas Bayes (thế kỷ 18), và được sử dụng để tính **xác suất hậu nghiệm** – xác suất một mẫu thuộc lớp sau khi quan sát bằng chứng .

**Công thức cơ bản**:

* : **Xác suất hậu nghiệm** (posterior) – xác suất lớp khi biết (kết quả cần tìm).
* : **Xác suất có điều kiện** (likelihood) – xác suất quan sát nếu lớp là .
* : **Xác suất tiên nghiệm** (prior) – xác suất lớp trước khi quan sát (thường tính từ tỷ lệ lớp trong dữ liệu huấn luyện).
* : **Xác suất bằng chứng** (evidence) – xác suất quan sát (hằng số chuẩn hóa, thường không tính trực tiếp vì so sánh giữa các lớp).

**Ví dụ minh họa**: Giả sử phân loại email là spam hay không dựa trên từ "miễn phí". Nếu , , , thì – email có khả năng cao là spam.

Định lý Bayes giúp Naive Bayes "cập nhật niềm tin" từ prior sang posterior dựa trên dữ liệu mới.

**Giả Định "Ngây Thơ" (Naive Assumption) Trong Naive Bayes**

Giả định cốt lõi của Naive Bayes là **các đặc trưng độc lập có điều kiện** (conditional independence): Các đặc trưng của một mẫu dữ liệu độc lập với nhau khi biết lớp . Điều này đơn giản hóa tính toán, nhưng thường không đúng hoàn toàn trong thực tế (các đặc trưng có thể tương quan).

**Công thức với giả định**:

* Thay vì tính xác suất liên hợp phức tạp , chỉ cần nhân các xác suất riêng lẻ.
* **Ưu điểm**: Giảm độ phức tạp tính toán từ O(2^n) xuống O(n), làm thuật toán nhanh và dễ triển khai.
* **Nhược điểm**: Nếu đặc trưng tương quan mạnh (ví dụ: "mèo" và "đuôi" trong phân loại động vật), mô hình có thể kém chính xác. Tuy nhiên, thực tế Naive Bayes vẫn hiệu quả nhờ "over-simplification" đôi khi bù đắp lỗi (theo Occam's razor).

**Bảng so sánh với Bayes thực tế**:

| **Tiêu chí** | **Naive Bayes (với giả định ngây thơ)** | **Bayes Thực Tế (không giả định)** |
| --- | --- | --- |
| **Tính toán P(X|C)** | Nhân độc lập: $$ \prod P(X\_i | C) $$ |
| **Độ phức tạp** | Thấp (O(n × số lớp)) | Cao (cần dữ liệu lớn để ước lượng) |
| **Hiệu suất** | Nhanh, tốt với dữ liệu lớn/văn bản; chịu nhiễu | Chính xác hơn nhưng chậm, khó triển khai |
| **Ứng dụng** | Phân loại spam, sentiment analysis | Mô hình Bayesian phức tạp (như Bayesian networks) |

Tóm lại, Naive Bayes hoạt động bằng cách áp dụng định lý Bayes với giả định độc lập để tính posterior nhanh chóng, chọn lớp có xác suất cao nhất. Dù "ngây thơ", nó là baseline mạnh mẽ trong nhiều bài toán thực tế.

## Các loại mô hình Naive Bayes (Gaussian, Multinomial, Bernoulli) khác nhau ra sao? Khi nào nên sử dụng từng loại?

**Các Loại Mô Hình Naive Bayes: Sự Khác Biệt Và Ứng Dụng**

Có ba biến thể phổ biến: Gaussian Naive Bayes, Multinomial Naive Bayes, và Bernoulli Naive Bayes. Sự khác biệt chính nằm ở phân phối xác suất mà chúng giả định cho dữ liệu đầu vào.

Dưới đây là bảng so sánh sự khác biệt giữa ba loại:

| **Loại mô hình** | **Phân phối giả định** | **Loại dữ liệu phù hợp** | **Công thức chính (xác suất có điều kiện)** |
| --- | --- | --- | --- |
| **Gaussian Naive Bayes** | Phân phối Gaussian (bình thường) | Dữ liệu liên tục (continuous), số thực (ví dụ: chiều cao, nhiệt độ) | (μ: trung bình, σ²: phương sai) |
| **Multinomial Naive Bayes** | Phân phối đa thức (multinomial) | Dữ liệu đếm (discrete, không âm), như tần suất (ví dụ: số lần xuất hiện từ trong văn bản) | (N\_{yi}: số lần xuất hiện, α: tham số Laplace smoothing, n: số đặc trưng) |
| **Bernoulli Naive Bayes** | Phân phối Bernoulli (nhị phân) | Dữ liệu nhị phân (binary), như có/không có (ví dụ: từ có xuất hiện trong văn bản hay không) | (x\_i = 1 nếu có, 0 nếu không) |

**Sự khác biệt chi tiết**

* **Gaussian**: Tập trung vào dữ liệu có thể đo lường liên tục và giả định chúng phân bố quanh một giá trị trung bình (như đường cong chuông). Nó ước lượng tham số bằng trung bình và phương sai của từng lớp.
* **Multinomial**: Dành cho dữ liệu "đếm" (count-based), nơi giá trị đặc trưng là số nguyên không âm (≥0). Nó xử lý tốt sự thưa thớt (sparsity) trong dữ liệu lớn, thường dùng với kỹ thuật bag-of-words.
* **Bernoulli**: Chỉ quan tâm đến sự hiện diện (1) hoặc vắng mặt (0) của đặc trưng, bỏ qua tần suất. Nó đơn giản hơn Multinomial và phù hợp với dữ liệu nhị phân thuần túy.

**Khi nào nên sử dụng từng loại?**

* **Gaussian Naive Bayes**: Sử dụng khi dữ liệu đầu vào là **liên tục và số thực**, không bị giới hạn ở các giá trị nguyên. Ví dụ: Phân loại bệnh dựa trên chỉ số máu (như huyết áp, cholesterol). Không phù hợp với dữ liệu đếm hoặc nhị phân vì có thể dẫn đến xác suất âm hoặc không hợp lý.
* **Multinomial Naive Bayes**: Lý tưởng cho **dữ liệu đếm hoặc tần suất**, đặc biệt trong xử lý ngôn ngữ tự nhiên (NLP). Ví dụ: Phân loại email spam dựa trên số lần xuất hiện từ khóa (bag-of-words model). Tránh dùng cho dữ liệu liên tục vì nó không xử lý tốt giá trị âm hoặc thập phân.
* **Bernoulli Naive Bayes**: Chọn khi dữ liệu là **nhị phân hoặc có thể chuyển thành nhị phân** (ví dụ: vector đặc trưng chỉ ghi nhận sự hiện diện của từ, không quan tâm số lần lặp). Ví dụ: Phân loại tài liệu dựa trên từ khóa có/không có. Nó hiệu quả hơn Multinomial nếu dữ liệu thưa thớt và bạn không cần thông tin tần suất.

Tóm lại, lựa chọn phụ thuộc vào **loại dữ liệu**: liên tục → Gaussian; đếm → Multinomial; nhị phân → Bernoulli. Trong thực tế, bạn có thể thử nghiệm cả ba (với thư viện như scikit-learn) để xem mô hình nào cho độ chính xác cao nhất trên dữ liệu cụ thể. Nếu dữ liệu hỗn hợp, có thể cần tiền xử lý (normalization) hoặc mô hình lai.

## Tại sao Naive Bayes được gọi là "ngây thơ"? Giả định về tính độc lập của các đặc trưng ảnh hưởng như thế nào đến hiệu suất của mô hình?

**Tại sao Naive Bayes được gọi là "ngây thơ"?**

Naive Bayes được gọi là "ngây thơ" (naive) vì nó dựa trên một giả định đơn giản hóa mạnh mẽ: **các đặc trưng (features) trong dữ liệu đầu vào là độc lập với nhau có điều kiện (conditionally independent) khi biết lớp nhãn (class label)**. Giả định này thường không phản ánh đúng thực tế, vì trong hầu hết các bộ dữ liệu, các đặc trưng có thể phụ thuộc lẫn nhau (ví dụ: trong phân loại văn bản, sự xuất hiện của từ "bác sĩ" có thể liên quan đến từ "bệnh viện"). Sự "ngây thơ" nằm ở việc mô hình bỏ qua các mối quan hệ phức tạp này để đơn giản hóa tính toán, dẫn đến việc ước lượng xác suất dễ dàng hơn nhưng có thể kém chính xác hơn so với các mô hình phức tạp.

Giả định này xuất phát từ **định lý Bayes**, nơi xác suất hậu nghiệm được tính như sau:

Ở đây, được tính riêng lẻ cho từng đặc trưng , bỏ qua sự phụ thuộc giữa các . Điều này làm cho mô hình "ngây thơ" nhưng hiệu quả về mặt tính toán.

**Giả định về tính độc lập ảnh hưởng như thế nào đến hiệu suất của mô hình?**

Giả định độc lập là yếu tố cốt lõi quyết định ưu và nhược điểm của Naive Bayes. Dưới đây là phân tích chi tiết về ảnh hưởng đến hiệu suất:

**1. Ưu điểm (lý do mô hình vẫn hiệu quả dù "ngây thơ"):**

* **Tốc độ tính toán cao và dễ triển khai**: Vì không cần ước lượng ma trận hiệp phương sai (covariance matrix) giữa các đặc trưng, mô hình chỉ cần tính xác suất biên (marginal probabilities) riêng lẻ. Điều này làm cho Naive Bayes rất nhanh, đặc biệt với dữ liệu lớn (big data), và yêu cầu ít tài nguyên tính toán hơn so với các mô hình như Logistic Regression hoặc SVM.
* **Tránh overfitting**: Giả định độc lập giảm số lượng tham số cần học (chỉ trung bình/phương sai hoặc tần suất cho từng đặc trưng riêng lẻ), giúp mô hình tổng quát hóa tốt hơn trên dữ liệu mới, ngay cả khi dữ liệu huấn luyện nhỏ.
* **Hiệu suất tốt trong thực tế**: Ngạc nhiên thay, mô hình thường đạt độ chính xác cao ngay cả khi giả định không đúng hoàn toàn. Lý do là:
  + Trong nhiều bài toán (như phân loại văn bản hoặc spam detection), sự phụ thuộc giữa đặc trưng có thể "bù trừ" lẫn nhau, dẫn đến xác suất tổng thể vẫn hợp lý.
  + Nó hoạt động như một "mô hình cơ sở" (baseline) mạnh mẽ, thường vượt trội hơn các phương pháp phức tạp hơn trong các tình huống dữ liệu thưa thớt (sparse data).

**2. Nhược điểm (hậu quả tiêu cực):**

* **Mất thông tin về sự phụ thuộc**: Nếu các đặc trưng thực sự phụ thuộc mạnh (ví dụ: trong dữ liệu y tế, huyết áp và nhịp tim liên quan chặt chẽ), mô hình có thể ước lượng xác suất sai lệch, dẫn đến độ chính xác thấp hơn. Ví dụ: Trong phân loại hình ảnh, màu sắc và hình dạng của đối tượng thường phụ thuộc, nên Naive Bayes có thể kém hiệu quả.
* **Xử lý kém với dữ liệu không cân bằng hoặc outlier**: Giả định độc lập có thể phóng đại tác động của các đặc trưng nhiễu, làm mô hình nhạy cảm hơn với dữ liệu không đại diện.
* **Giới hạn trong các bài toán phức tạp**: Không phù hợp cho dữ liệu có tương tác cao giữa đặc trưng, nơi các mô hình như Random Forest hoặc Neural Networks sẽ tốt hơn.

**Tóm tắt ảnh hưởng qua ví dụ:**

* **Bài toán phù hợp (giả định gần đúng)**: Phân loại email spam dựa trên tần suất từ khóa – các từ thường độc lập tương đối → Hiệu suất cao (F1-score ~90-95%).
* **Bài toán không phù hợp (phụ thuộc mạnh)**: Dự đoán giá nhà dựa trên diện tích và vị trí – hai yếu tố phụ thuộc → Hiệu suất thấp hơn (có thể cần mô hình khác để cải thiện).

Tổng thể, giả định "ngây thơ" làm Naive Bayes trở thành lựa chọn lý tưởng cho các bài toán đơn giản, dữ liệu lớn và cần tốc độ cao, nhưng bạn nên kiểm tra độ chính xác trên dữ liệu cụ thể (qua cross-validation) và xem xét các biến thể (như Gaussian hoặc Multinomial) để tối ưu. Nếu phụ thuộc đặc trưng quá mạnh, có thể dùng kỹ thuật tiền xử lý như feature selection để giảm tác động.

## Ưu điểm và hạn chế của Naive Bayes so với các thuật toán phân loại khác như SVM hoặc Random Forest là gì?

**So sánh Naive Bayes với SVM và Random Forest**

Naive Bayes là một thuật toán phân loại xác suất đơn giản, trong khi SVM (Support Vector Machine) tập trung vào việc tìm biên giới phân cách tối ưu và Random Forest là mô hình ensemble dựa trên cây quyết định. Dưới đây là bảng so sánh ưu điểm và hạn chế của Naive Bayes so với hai thuật toán kia, tập trung vào các khía cạnh chính như tốc độ, độ chính xác, khả năng xử lý dữ liệu và tính dễ sử dụng.

| **Tiêu chí** | **Naive Bayes** | **SVM** | **Random Forest** |
| --- | --- | --- | --- |
| **Ưu điểm so với SVM** | - Tốc độ huấn luyện và dự đoán cực nhanh (O(n) thời gian), phù hợp dữ liệu lớn. - Yêu cầu ít bộ nhớ hơn (chỉ tính xác suất biên). - Tốt cho dữ liệu thưa thớt (sparse, như văn bản). | - Độ chính xác cao hơn trong dữ liệu chiều cao (high-dimensional) và không tuyến tính (với kernel). - Robust với outlier nhờ margin maximization. - Ít bị overfitting hơn nếu dùng kernel phù hợp. | - Xử lý tốt tương tác giữa đặc trưng mà không cần giả định độc lập. - Cung cấp feature importance dễ hiểu. - Ít overfitting nhờ bagging. |
| **Hạn chế so với SVM** | - Giả định độc lập đặc trưng có thể dẫn đến độ chính xác thấp nếu đặc trưng phụ thuộc mạnh. - Không xử lý tốt dữ liệu không tuyến tính mà không có biến đổi. - Xác suất đầu ra có thể không calibrated tốt. | - Chậm huấn luyện với dữ liệu lớn (O(n²) hoặc hơn với kernel). - Khó chọn kernel và tham số (C, gamma). - Không hiệu quả với dữ liệu thưa thớt lớn. | - Không cung cấp xác suất xác suất trực tiếp (cần thêm bước). - Có thể kém hơn Naive Bayes ở dữ liệu văn bản thuần túy do phức tạp hơn. |
| **Ưu điểm so với Random Forest** | - Huấn luyện nhanh hơn nhiều (phù hợp real-time). - Dễ triển khai và giải thích (dựa trên xác suất Bayes). - Hiệu quả cao với dữ liệu nhỏ và categorical (như Multinomial cho văn bản). | - Tốt hơn ở dữ liệu nhỏ, nơi Random Forest có thể overfitting nếu không tune. - Phân loại nhị phân chính xác hơn nhờ hyperplane. | - Độ chính xác cao hơn tổng thể nhờ ensemble (thường vượt Naive Bayes 5-10% ở dữ liệu phức tạp). - Xử lý missing values và mixed data tốt hơn. - Robust với noise và imbalance. |
| **Hạn chế so với Random Forest** | - Không nắm bắt tương tác đặc trưng (do giả định naive). - Dễ bị ảnh hưởng bởi dữ liệu imbalance (zero probability). - Độ chính xác thấp hơn ở dữ liệu có phụ thuộc mạnh. | - Chậm hơn Random Forest ở dữ liệu lớn (Random Forest scale tốt hơn). - Khó giải thích (black-box với kernel). - Không cung cấp feature importance trực tiếp. | - Huấn luyện chậm (O(n log n) với nhiều cây). - Yêu cầu nhiều bộ nhớ và tài nguyên hơn. - Ít hiệu quả ở dữ liệu rất lớn hoặc real-time. |

**Tóm tắt**

* **Chọn Naive Bayes khi**: Cần tốc độ cao, dữ liệu lớn/sparse (như NLP, spam detection), và chấp nhận giả định đơn giản. Nó thường là baseline mạnh mẽ và dễ dùng.
* **Chọn SVM khi**: Dữ liệu chiều cao, cần độ chính xác cao ở không gian tuyến tính/phi tuyến, nhưng dữ liệu không quá lớn.
* **Chọn Random Forest khi**: Muốn độ chính xác cao, xử lý tương tác đặc trưng, và có tài nguyên tính toán (như dự đoán tài chính hoặc y tế).

Trong thực tế, hiệu suất phụ thuộc vào dữ liệu cụ thể – hãy dùng cross-validation để thử nghiệm. Naive Bayes thường nhanh và tiết kiệm, nhưng SVM/Random Forest vượt trội ở độ chính xác cho bài toán phức tạp.

## Viết đoạn code mẫu bằng Python (sử dụng Scikit-learn) để xây dựng một mô hình Naive Bayes (ví dụ: Gaussian Naive Bayes) không? Hãy mô tả các bước thực hiện

Các bước thực hiện xây dựng mô hình Gaussian Naive Bayes bằng Scikit-learn

Dưới đây là hướng dẫn chi tiết các bước để xây dựng một mô hình phân loại Naive Bayes (sử dụng Gaussian Naive Bayes, phù hợp với dữ liệu liên tục) bằng Python và thư viện Scikit-learn. Tôi sẽ sử dụng bộ dữ liệu Iris (một bộ dữ liệu cổ điển về phân loại hoa) để minh họa. Các bước được thực hiện theo quy trình tiêu chuẩn: chuẩn bị dữ liệu, huấn luyện mô hình, đánh giá và dự đoán.

1. **Cài đặt và import thư viện**: Đảm bảo bạn đã cài đặt Scikit-learn (qua pip install scikit-learn). Import các module cần thiết như GaussianNB từ sklearn.naive\_bayes, train\_test\_split để chia dữ liệu, load\_iris để tải dữ liệu mẫu, và accuracy\_score để đánh giá.
2. **Chuẩn bị dữ liệu**: Tải bộ dữ liệu (hoặc sử dụng dữ liệu của bạn dưới dạng DataFrame hoặc array). Với Iris, dữ liệu có 4 đặc trưng liên tục (chiều dài/dài cánh/dài/ rộng đài hoa) và 3 lớp nhãn.
3. **Chia dữ liệu**: Phân chia dữ liệu thành tập huấn luyện (train) và tập kiểm tra (test), thường theo tỷ lệ 80/20, để đánh giá mô hình trên dữ liệu chưa thấy.
4. **Khởi tạo và huấn luyện mô hình**: Tạo instance của GaussianNB(), sau đó gọi phương thức fit(X\_train, y\_train) để huấn luyện.
5. **Dự đoán và đánh giá**: Sử dụng predict(X\_test) để dự đoán lớp trên tập test. Đánh giá bằng các chỉ số như accuracy (độ chính xác) hoặc confusion matrix.
6. **Dự đoán trên dữ liệu mới** (tùy chọn): Sử dụng mô hình đã huấn luyện để dự đoán trên dữ liệu mới.

**Đoạn code mẫu**

Dưới đây là code hoàn chỉnh, có thể chạy trực tiếp trong Jupyter Notebook hoặc script Python. Code này đạt độ chính xác khoảng 95-98% trên bộ dữ liệu Iris.

# Bước 1: Import thư viện

from sklearn.naive\_bayes import GaussianNB

from sklearn.model\_selection import train\_test\_split

from sklearn.datasets import load\_iris

from sklearn.metrics import accuracy\_score, classification\_report

import numpy as np

# Bước 2: Chuẩn bị dữ liệu (sử dụng bộ dữ liệu Iris mẫu)

iris = load\_iris()

X = iris.data # Đặc trưng (4 cột: sepal length, sepal width, petal length, petal width)

y = iris.target # Nhãn (0: setosa, 1: versicolor, 2: virginica)

print("Kích thước dữ liệu:", X.shape) # Output: (150, 4)

# Bước 3: Chia dữ liệu thành train/test (80/20)

X\_train, X\_test, y\_train, y\_test = train\_test\_split(X, y, test\_size=0.2, random\_state=42, stratify=y)

# Bước 4: Khởi tạo và huấn luyện mô hình

model = GaussianNB()

model.fit(X\_train, y\_train) # Huấn luyện trên tập train

# Bước 5: Dự đoán và đánh giá

y\_pred = model.predict(X\_test) # Dự đoán trên tập test

accuracy = accuracy\_score(y\_test, y\_pred)

print("Độ chính xác trên tập test:", accuracy) # Thường ~0.9667

# In báo cáo chi tiết

print("\nBáo cáo phân loại:")

print(classification\_report(y\_test, y\_pred, target\_names=iris.target\_names))

# Bước 6: Dự đoán trên dữ liệu mới (ví dụ: một mẫu mới)

X\_new = np.array([[5.1, 3.5, 1.4, 0.2]]) # Mẫu giả định (gần với setosa)

prediction = model.predict(X\_new)

print("\nDự đoán cho mẫu mới:", iris.target\_names[prediction[0]]) # Output: setosa

## Làm thế nào để xử lý dữ liệu phân loại (categorical data) trước khi áp dụng Multinomial Naive Bayes trong Python?

Xử lý dữ liệu phân loại (Categorical Data) trước khi áp dụng Multinomial Naive Bayes

Multinomial Naive Bayes (MultinomialNB) trong Scikit-learn được thiết kế chủ yếu cho dữ liệu **đếm (count-based)** hoặc **không âm (non-negative integers)**, như tần suất từ trong văn bản (bag-of-words). Nó **không hỗ trợ trực tiếp dữ liệu phân loại (categorical)** dạng chuỗi (ví dụ: "nam"/"nữ", "đỏ"/"xanh"), vì các giá trị này không phải là số đếm. Do đó, bạn cần **chuyển đổi categorical data thành dạng số phù hợp** trước khi huấn luyện mô hình.

**Lý do và nguyên tắc xử lý**

* **Vấn đề**: MultinomialNB giả định đặc trưng là xác suất đa thức (multinomial distribution), nên cần dữ liệu ≥0 (thường là integers). Categorical data có thể gây lỗi (ValueError) nếu không encode.
* **Phương pháp chính**: Sử dụng **One-Hot Encoding (OHE)** để chuyển categorical thành binary vectors (0/1), đại diện cho sự hiện diện của từng danh mục. Điều này phù hợp vì OHE tạo ra "đếm" nhị phân, giống như Bernoulli nhưng dùng cho Multinomial.
  + Ưu điểm: Tránh thứ tự giả tạo (ordinal encoding không phù hợp nếu categorical không có thứ tự).
  + Nhược điểm: Tăng chiều dữ liệu nếu nhiều danh mục (curse of dimensionality) → Có thể dùng feature selection sau.
* **Đối với target variable (nhãn)**: Nếu categorical, dùng **LabelEncoder** để chuyển thành integers (0,1,2,...), vì MultinomialNB chấp nhận nhãn số.
* **Lưu ý**: Nếu dữ liệu có missing values, xử lý trước (ví dụ: fillna). Với dữ liệu lớn, dùng sparse matrix để tiết kiệm bộ nhớ.

**Các bước thực hiện**

1. **Chuẩn bị dữ liệu**: Tải hoặc tạo DataFrame với pandas. Xác định features categorical và target.
2. **Xử lý missing values** (nếu có): Điền giá trị mặc định hoặc loại bỏ.
3. **Encode categorical features**: Sử dụng OneHotEncoder từ sklearn.preprocessing.
4. **Encode target** (nếu cần): Sử dụng LabelEncoder.
5. **Chia dữ liệu**: Train/test split.
6. **Huấn luyện mô hình**: Fit MultinomialNB trên dữ liệu đã encode.
7. **Đánh giá**: Dự đoán và tính accuracy.

## Naive Bayes thường được sử dụng trong phân loại văn bản (text classification). Bạn có thể giải thích cách triển khai Naive Bayes cho bài toán này không?

**Triển khai Naive Bayes cho Phân loại Văn bản (Text Classification)**

Naive Bayes là lựa chọn phổ biến cho phân loại văn bản nhờ tốc độ cao, khả năng xử lý dữ liệu thưa thớt (sparse data) và hiệu suất tốt với giả định độc lập đặc trưng (mỗi từ là một đặc trưng độc lập). Trong text classification, chúng ta thường dùng **Multinomial Naive Bayes** vì nó phù hợp với dữ liệu đếm (count) từ ngữ, như mô hình bag-of-words (BoW). Ví dụ ứng dụng: Phân loại email spam, phân loại cảm xúc (positive/negative), hoặc phân loại tin tức.

Quy trình triển khai bao gồm:

1. **Tiền xử lý văn bản**: Chuyển chữ thường, loại bỏ dấu câu/stop words, stemming/lemmatization để giảm chiều dữ liệu.
2. **Vector hóa**: Chuyển văn bản thành ma trận số (vector) đại diện tần suất từ (CountVectorizer) hoặc trọng số (TfidfVectorizer).
3. **Huấn luyện mô hình**: Sử dụng MultinomialNB trên dữ liệu đã vector hóa.
4. **Đánh giá**: Sử dụng accuracy, precision, recall, F1-score qua cross-validation hoặc train-test split.
5. **Dự đoán**: Áp dụng trên dữ liệu mới.

Dưới đây là bảng tóm tắt các bước:

| **Bước** | **Mô tả** | **Công cụ trong Scikit-learn** |
| --- | --- | --- |
| **Tiền xử lý** | Làm sạch text: lowercase, remove punctuation/stopwords. | NLTK hoặc Scikit-learn's EnglishStopwords. |
| **Vector hóa** | Chuyển text → vector đếm/tfidf (giảm từ vựng lớn bằng max\_features). | CountVectorizer hoặc TfidfVectorizer. |
| **Huấn luyện** | Fit MultinomialNB trên X (vector), y (nhãn). | MultinomialNB(). |
| **Đánh giá** | Predict và tính metrics trên test set. | accuracy\_score, classification\_report. |

**Đoạn code mẫu**

Dưới đây là code hoàn chỉnh bằng Python với Scikit-learn, sử dụng bộ dữ liệu **20 Newsgroups** (phân loại tin tức thành 20 chủ đề). Code này tải dữ liệu mẫu, tiền xử lý đơn giản, vector hóa bằng TfidfVectorizer (tốt hơn Count cho text classification vì giảm trọng số từ phổ biến), huấn luyện và đánh giá. Độ chính xác thường đạt ~80-85%.

# Bước 1: Import thư viện

from sklearn.datasets import fetch\_20newsgroups

from sklearn.feature\_extraction.text import TfidfVectorizer

from sklearn.naive\_bayes import MultinomialNB

from sklearn.model\_selection import train\_test\_split

from sklearn.metrics import accuracy\_score, classification\_report

from sklearn.pipeline import Pipeline

import numpy as np

# Bước 2: Tải dữ liệu (chỉ dùng 4 categories để đơn giản; có thể dùng tất cả 20)

categories = ['alt.atheism', 'soc.religion.christian', 'comp.graphics', 'sci.med'] # 4 chủ đề mẫu

newsgroups\_train = fetch\_20newsgroups(subset='train', categories=categories, remove=('headers', 'footers', 'quotes')) # Tiền xử lý cơ bản

newsgroups\_test = fetch\_20newsgroups(subset='test', categories=categories, remove=('headers', 'footers', 'quotes'))

X\_train = newsgroups\_train.data # Văn bản huấn luyện

y\_train = newsgroups\_train.target

X\_test = newsgroups\_test.data # Văn bản test

y\_test = newsgroups\_test.target

print("Kích thước train/test:", len(X\_train), len(X\_test))

# Bước 3: Vector hóa và huấn luyện (sử dụng Pipeline để tự động hóa)

# TfidfVectorizer: Chuyển text → tfidf vector (max\_features=5000 để giảm chiều)

pipeline = Pipeline([

('tfidf', TfidfVectorizer(max\_features=5000, stop\_words='english')), # Tiền xử lý: remove stop words, lowercase mặc định

('nb', MultinomialNB(alpha=1.0)) # alpha: Laplace smoothing

])

# Fit trên train

pipeline.fit(X\_train, y\_train)

# Bước 4: Dự đoán và đánh giá

y\_pred = pipeline.predict(X\_test)

accuracy = accuracy\_score(y\_test, y\_pred)

print("Độ chính xác trên tập test:", accuracy) # Thường ~0.85

print("\nBáo cáo phân loại:")

print(classification\_report(y\_test, y\_pred, target\_names=newsgroups\_train.target\_names))

# Bước 5: Dự đoán dữ liệu mới (ví dụ)

X\_new = ["The graphics are great and the colors are vibrant"] # Văn bản mới về comp.graphics

prediction = pipeline.predict(X\_new)

print("\nDự đoán cho văn bản mới:", newsgroups\_train.target\_names[prediction[0]]) # Output: comp.graphics

**Giải thích code**

* **fetch\_20newsgroups**: Tải dữ liệu mẫu (khoảng 1000-2000 mẫu). Tham số remove loại bỏ headers/footers để làm sạch.
* **TfidfVectorizer**: Chuyển văn bản thành ma trận tfidf (term frequency-inverse document frequency), tự động lowercase và remove stop words. max\_features=5000 giới hạn từ vựng để tránh overfitting.
* **Pipeline**: Kết hợp vector hóa và mô hình thành một quy trình, dễ dàng áp dụng transform/predict.
* **MultinomialNB(alpha=1.0)**: Alpha là tham số smoothing để tránh xác suất zero nếu từ không xuất hiện trong huấn luyện.
* **Kết quả**: Với dữ liệu đầy đủ (20 categories), accuracy ~82%. Bạn có thể cải thiện bằng cách thêm stemming (sử dụng NLTK: from nltk.stem import PorterStemmer và tùy chỉnh tokenizer trong Vectorizer).

**Lưu ý khi triển khai thực tế**

* **Tiền xử lý nâng cao**: Sử dụng NLTK hoặc spaCy cho stemming/lemmatization nếu dữ liệu tiếng Việt (thay 'english' bằng custom stop words).
* **Xử lý imbalance**: Nếu lớp không cân bằng, dùng class\_prior=True trong NB hoặc SMOTE.
* **Tối ưu**: Thử CountVectorizer nếu dữ liệu ngắn; Tfidf cho dài. Sử dụng GridSearchCV để tune alpha và max\_features.
* **Hạn chế**: Naive Bayes có thể kém nếu từ ngữ có phụ thuộc ngữ cảnh mạnh (ví dụ: sarcasm) – lúc đó dùng LSTM hoặc BERT.